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Is 1t really cloudy?

Cloud definition

Cloud computing is a model for enabling convenient, on-
demand network access to a shared pool of configurable
computing resources (e.g., networks, servers, storage,

applications, and services) that can be rapidly provisioned and
released with minimal management effort or service provider
Interaction.

.g euranova



Is 1t really cloudy? (2)

Cloud definition

| Elasticity of resources |
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Delivery model

User's perspective layers
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Deployment models

Hybrid
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Key characteristics

= Elasticity —
— Quickly provisionned and released - .y R
— Unlimited resources access , — ‘
= On-demand self-service e S
— No human interaction on provider side k e G
= Resource pooling f =l O e
— Multi-tenant model B —"

= Broadband network access
— Always available from network
= Measured service
— Monitoring transparency
— Pay as you grow/use

g euranova



Cloud architecture layers

Detailed view — major players

SaaS

PaaS Platform core services
AWS ELB Cloudera Hadoop Cassandra Scribe Memcached

RabbitMQ

Service Manager
RightScale CA AppLogic vCloud Director Novell Cloud BMC Cloud

AWS AutoScaling AWS CloudFormation

laaS
Virtual Environment Manager

OpenNebula OpenStack Eucalyptus AWS EC2 Cloud.com Flexiant’s Extility Savvis
Rackspace Joyent GoGrid OnApp

DCM
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The most important pieces

Trends

There is a clear convergence g ” g

between DCM and laaS

Service management is emerging
Platform is the current battle

The global governance on all the | Paes
stack is key element missing

SaaS

laaS

This presentation focuses on SLA/Multi-tenancy/Governance/ Standardization
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What i1s a SLA?

Trying to define SLA

SLA is a neneric term 1i1sed at different levels of the IT
1.

Guarantee
2 Service —
3. Description Guarantee
Many t
— Operation(s)
I Non-functional
Differe B
— ¢ Functional ery
] Property(-ies) _
1 Non-functional of thmgs
~ Property
- ( Protocol(s) At
k

| Guarantee |
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Business level

What is the SLA?

=  Under normal conditions

— Service response time from the client viewpoint
» X% of request must be treated in less than Y ms
— Service availability
* 99.xxx% availability Vs Gmail example
— Service cost
= SLA may be defined for exceptional conditions:
— Availability in case of natural disaster
— Time to adapt to exceptional peak usage period
— Using traffic shaping mechanisms to limit request rate to a
defined acceptable rate
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Business level

What is the SLA?

= Geographical constraints

— Geographic zone where the service is allowed to execute

— Geographic zone where the service is allowed to be stored and to
store data (regulatory issues)

— Geographic zone where the service should be accessible or not

= Qutages

— How to define an outage
— How to prove an outage
— How to get credit in case of outage
— Time to Repair
» Self-healing properties
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Service level

What is the SLA?

Each global service is composed of sub-services
— The global service level is impacted by the service
level offered by each sub-service
— Each characteristic/constraint defined in the
business SLA has to be translated into

characteristics and SLO on each sub-service
« Availability -> FT mechanism, DR, replication ...
* Response time -> elasticity constraints, cache ...

Different versions of a service may exist

= Different prices and different guaranties and performance
levels => notion of negotiation
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Service management module

Service level SLA

OVF package (.ova)

<Envelope>

Version indication

i OpenNebula.org
_ Automatic deployment

VinaiSystem or |{::| Auto scaling rules
VirtualSystemCaollaction

Virtual Hardware

ht
Y
5
‘-‘\-
Manifest file [ mf) “-\ Message resources
(OPTIOMAL) E‘-. Bundles (locales)
1"'.‘ </Envelope>
X509 cartificate [ .ceart)
{OPTIOMAL)

— wmdk, is0. .xml, etc.

http://www.reservoir-fp7.eu/ J
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Service management module

Service level SLA

—
Ianifest

Service Manager

y &

| VEE Manager (VEEM) A

VEE Host (VEEH)
(e.g., Hypervisor, VJSC Host)

Reservoir Site

http://cloudtechnologies.morfeo-project.org/wp-
content/uploads/2009/04/reservoir-architecture.png

\\' euranova




Service management module

Service level SLA

Claudia

Cloud Dashboard
{(EzWeb GUI)

Service Manager Interface (REST)

Service Scalability & Business

Lifecycle YRR Model
Manager Gl Manager

Monitoring
(WASUP)

y )
" £
e s . A

OCCI - Open Cloud Computing Interface (REST)

_f PublicVirtual ) )
k_ Infrastructure
Cloud

Virtual Infrastructure Manager

-

(Open Nebula)
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What i1s a SLA?

Infrastructure level

1. For each service, being able to define the
characteristics of each VM

« Cpu
« Memory
« vDisk
* Network
2. Priority level of each VM
« Scheduling

[ http://haizea.cs.uchicago.edu ]
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VM Scheduling

Problem statement

&

& &
g &
Ot

oA

VM
running

time
Predictable workload Unpredictable workload
Advanced Reservation Reduce VM preparation & stopping
Predict VM stopping time Give priority to VMs according to SLAS
Predict VM preparing time Pool of spare running VMs for critical
OpenNebula.org E HA|ZEA Services

,g euranova



SLA is defined as a “formal contract that specify

S LA @SOI the characteristics, quality parameters and non-

_ functional properties of a service — like price,
EU FP7 project performance and availability”

http://sla-at-sol.eu/research/
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High level architecture

The SLA big picture

O S S NG P - ittty
. Service Management . Monitoring Cloud Infrastructure
: Usage Metrics ' Channel
/1 ' -
\ SLOs b
SLa : =
: SLA Parser | | Monitor =» [ Service || [ Service l]]
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Parameter E Monitor Conditional Measurerment ] : e Service Layer
referenoas ' Exprassions Records X t
] Rule : i
! : Builder Aggregator B g g g g
— 3 3
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———{ ! Condition Evaluation = Probe Virlual Execulion Layer
KP' . ]
Service Provider Definition i Violations =
. + '
: [ Lifecycle Accounting SLA Praotection |
) '-'L Management and billing Engine b
: Comeclive =
; Actions {>
v A
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Hot topics arround SLA

Challenges

= KPI management / Self-* properties
= SLA -> SLOs transformation
= Cloud brokering for SLA management
— Guaranteeing SLAs on different cloud providers
= Metering
— Measuring usage accurately
= Auditing
— Infrastructure validation — SOX compliancy
= Regulatory issue for data location
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What Is the multi-tenancy?

Offering shared resources

= Offering shared resources to

multiple users
— While guaranteeing isolation &
SLA

= Which use cases are you thinking (
about ?
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Challenges

Multi-tenants architectures

= Sharing storage
— Access & performance/space/isolation/Security
= Sharing CPU and memory
— Guarantees on isolation
= Sharing bandwidths
— Guarantee on access & performance
= Charging to each tenant according to SLA
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Multi-Actors billing

Tenants can have different roles

= The App Store example

— The app provider does not pay neither for the storage nor for the
uploading bandwidth

— Paid by the app downloader
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What Is the governance?

Working definition

Global governance must help the developers and designers
during each phase and must ensure the global coherence of
the infrastructure by validating services with its policy rule
against the system. Moreover, it is as well all other

mechanisms about getting People (developer, architect, and
designer) to do the right thing at the right time. In other words,
it is about encouraging the behaviour that will achieve
Enterprise business goals.

[1] Oracle, SOA Governance: Framework and Best Practices, Oracle Whitepapers 2007

[2] L. F. Kenney, D.I C. Plummer, Magic Quadrant for Integrated SOA Governance Technology Sets.
Gartner Research, 2009.

[3] M Afshar and al., SOA Governance: Framework and Best Practices. Oracle Whitepaper, 2007.

[4] P. Malinverno, Simple Governance Mechanisms for a Service Orinented Architecture. Gartner Group
Research Note G00139465, 27/ April 2006.

[5] W.A. Brown and al., SOA Governance: Achieving and Sustaining Business and IT Agility. IBM press




Governance framework

Implementing the governance

Governing the complete life-cycle of infrastructure components

and services

— Designing service

— Building and deploying service
— Linking Service

— Operating service

— Modifying, make evolve service
— Retiring service

Tooling ( )

layer
repository Management Semvices Management

,g euranova
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Why do we need goverance In
the cloud?

= \What is the difference between an IT infrastructure and a
cloudified IT infrastructure?

= Two viewpoints to consider
— The cloud customer who deploy services on its cloudified IT
— The cloud provider who must manage the entire infrastructure
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Governance in the cloud

A cloud service life-cycle

)
q%" @
: ; %)
\->// N Request service I \
* Manage

. * Create '
Admin .
* Update ‘J Self-service * Retirement  Service Manager .
* Upgrade Portal ...

Service Catalog 9
- shared //
- private \ @

@ ) ; Request Approval
' Executive Workflow
Cloud
Service Dev/Test -

Storage Virtual

End users

Automated “
Provisioning
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Governance In the cloud Infra

A cloud service life-cycle

= Service catalogs
— CMDB - Dependencies management — UDDI servers
= Deploying on x102° machines requires other kind of tools for
— Configuring VMs
— Updating the template on live VMs
= Cloud configuration stack
— Elastic group
— Elastic IP management
— KPI management — alerting system — corrective actions
— Auditing — monitoring
— Charging and billing configuration
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Governance in the cloud infra

A cloud service life-cycle

= Workflow management
— Approval — orchestration and complex provisioning

= Multi-site load balancers
— CDN and service-aware cache optimizations
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Why do we need standards?

Example of Hypothetical Customer Scenarios:
Microsoft Use Cases

. Move three-tiered application from on-premises to cloud

. Move three-tiered cloud application to another cloud

. Move part of an on-premise application to cloud to create a “hybrid” application
. Hybrid application with shared user ID and access services

. Move hybrid application to another cloud with common infrastructures

. Hybrid cloud application that uses platform services

. Port cloud application that uses platform services to another cloud

. Create cloud application with components that run on multiple clouds

. Cloud application workload requires use of multiple clouds (Cloudburst)

10. Users and developers shop across hosted or public cloud offerings for best
price/performance ratio, while optimizing against other considerations
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What kind of standars?

* [nfrastructure management
— API to create elastic group - Starting Removing VM — Resources
management
= Appliance format
— The package portability from one provider to another

= Storage & Core services
— Standard interfaces
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Infrastructure management

Emerging standards OCCI

Open Cloud Control Interface (OCCI)
— Open Grid Forum
— Supported by the EU via SIENA

Resources

interoperable interoperable

,g euranova

http://occi-wg.org/

Focus on Interoperability
Easily extensible

— Infrastructure

— Platform

— Service

Different possible
renderings

— Only RESTful at the

moment

Reference implementation
from OpenNebula



Infrastructure management

OCCI Reference implementation & tools

OpenNebula using Sinatra

THIN

Libvirt
~ OpenNebula Cloud API

OpenNebula

OpenNebula Cloud

== OCCI
~ Clients

\\' euranova

OCCI compliance Test

0CCl compliance teskt

OCCI service URL: |http:ﬂ|0calh05t:8888

| = [ =]

~5ession information————— -Service information
v Login required? E;LVC*ETI ;cﬂé:?;.:l

Username: |fcm Number of registered categories:
Password: |*** 18

~Tests
Checking for correct version information: Ok
Checking completeness of infrastructure model: OK
Checking correct handling of Content-type/Accept headers: OK
Testing instantiation of compute/storage/network kinds: OK

Testing correct handling of user-defined mixins (tagging/grouping): OK

Testing links between compute/storage compute/network: Ok
Triggering actions on compute/network/storage kinds: OK
Testing filter mechanisms using Categories: OK
Testing correct behaviour on location and "normal” paths: OK

Simple syntax checks: Ok

NOTE: Passing all tests only indicates that the service
you are testing is OCCI compliant - IT DOES NOT GUARANTE IT!

Quit




Appliance format

Emerging standards OVF

» Defines the topology the service
= Contains the full software stack from OS to service
= Specify the HW of the VM

OVF package (.ova)

e OpenNebula.org

Wersian indication

D Automatic deployment

Auto scaling rules

| ] KPIs

VirtualSystem or
Wirtual

Virtual Hardware

it
n A
‘-\.
\.\.
%
Y
Manifest file (.mf) kY Message resources
(OPTIOMAL) "-\. Bundles (locales)
.'\_ </Envelope>
X509 cadtificate [ cert)
(OPTIOMAL)

&' euranova| " " " - ) [ http://www.reservoir-fp7.eu/ }




Storage & Core services

Enabling a real apps portability

= Applications usually use core services
— Storage (S3, RDS, SimpleDB) — Messaging (SQS, Burrow) —
Load Balancer (ELB), etc.
» Guaranteeing the portability means standardize the core
services as well
— Currently only storage is in the process of standardization
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Storage interface in cloud

Taxonom ) Chents can be in the Clients acting in the role of using a Data Storage Interface
cloud or enterprise and —
provide additional =
services (computing, = =
data, etc.) = — Object &Tm Clent ' =
- - \ —
e — Database/Table Clent
Block Storage Clent  Fllesystem Cliant SNIA Cloud
Data
Exports to Cloud Managemant
mputing Madariani Muitiple, Propnetary Interfaces
. . (Comn)
SCSI, FC, FCoE
= Block/File level o i s, .
= Content
= Table: NOSQL  agementorine
Cloud Storage can be
standalone or part of
the overall : S S
management of your Data § 3 Cloud
cioud computing
SNIA Cloud Draws R
- anagorent :
Data/Storage Management Clent

Clients acting in the
role of Managing Data/
Storage

_ul
SNIA

dg euranova Cloud Storage Initiative



Storage Interface

Emerging standard for content CDMI

_ul
= Cloud Data Management SNIA

I nte rface Cloud Storage Initiative
a HIerarChy Of ObJeCtS ' " I?napp::l.)ﬂjftoi;:ringm:mabilities
e Container i
« Capabilities K ia
« Data

-
Ll

* queue
Container A Contairer B Feoounting
— TWO p ur p oses: https:i<offering> LortainerA https:#<offering > #cortainerB> https:ii<offering >##ccounting
Key Value Key \due Key \alue

¢ Contr0| path Key \alue Key \due Key ‘alue
| \ \
Data Objecﬂ Data Object? Queus
hitps:#<offerings &ortainerss https:#<offering > ContainerA’ https ##<oflering > CortainerBs
databoject! databoject? Key Value queuel Key Value

m&:ﬂg Key \alue Key Value

G
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Storage Interface

Emerging standard for Block-level

= Standardized APIs

— 1SCSI, CIFS, NFS, etc. “
= Specialized hardware
— EMC — NetApp — 3PAR NetApp

= QOpen source solution EMCZ

— DRDB - Lustre . o S
where information lives

<G 3PAR

Serving Information
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That Is not enough

Need more standard

= (Governance
— Life-cycle management — CMDB — ADC — workflow management
= Billing & charging
— Similar to DIAMETER Ro/Rf
= Metering
— Measuring resource usage
= Cloud brokering
— Managing a set of cloud providers
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Euranova R&D
http://euranova.eu
http://twitter/sskhiri

sabri.skhiri@euranova.eu

QUESTIONS

,g euranova


http://euranova.eu/
http://twitter/sskhiri
mailto:sabri.skhiri@euranova.eu

