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Chapter 1

Introduction

With the globalisation created by the Internet, companies can no longer have a database on a unique
machine. With a unique machine managing the database, there are huge drawbacks. Firstly, it is a
single point of failure. Meaning that if the data center goes offline for any reason then the applica-
tion stops working. Another drawback is that the user of the database will suffer delay due to the
distance between him and the data center.

In order to avoid those drawbacks, another type of database has been created because it need
to be distributed on multiple machine. Those new databases have requirement in order to keep each
database in sync with the main one, if there is any, or just avoid incoherence between them. So
when one database is modified, that modification needs to be propagated into the network.

With the growing utilisation and generation of data, maintaining those distributed database is
revealing to be a challenge. In response to this challenge, the popular website LinkedIn created
a project who’s name is inspired by a villain from Harry Potter : The project Voldemort. It is
an open source highly scalable distributed database created to suit their needs. The structure of
Voldemort is inspired by the Amazon’s Dynamo paper[5]. Their goal was to create a low-latency,
high-availability database [6].

In this report, a short introduction of distributed databases will be made. Next will come a detailed
description of the inner working of Voldemort. Then some discussion about the performance and
some benchmark will be presented. Finally, the backend implementation will be presented for the
readers that intend to use this database. As the main user of Voldemort is LinkedIn, most of our
references comes from them but this report will try to not be limited by what is done by them.
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Chapter 2

A brief presentation of distributed
databases

2.1 Distributed databases characteristics and objectives

Databases have various implementations depending on company’s needs, one may have their sieges
dispersed over all the country or even abroad. To keep the integrity of overall database system few
options are possible: you either centralize all data on main server or distribute the database locally
and gather the data in further needs. Here is the point where distributed databases show them-self
use-full, according to the definition - a distributed database is a single logical database that is
spread physically across computers in multiple locations that are connected by a data communica-
tions network. Emphasizing that a distributed database is truly a database, not a loose collection of
files. The distributed database is still centrally administered as a corporate resource while providing
local flexibility and customization. [10, p. 1]
A distributed database requires multiple instances of a database management system or several of
them, running at each remote site. The degree to which these different DBMS instances cooperate,
or work in partnership, and whether there is a master site that coordinates requests involving data
from multiple sites distinguish different types of distributed database environments. [10, p. 2]
Two major groups of distributed databases are homogeneous 2.1 and heterogeneous 2.2. The
first set has data distributed across all nodes and managed by the distributed DBMS, same DBMS
is used at each location. All users access the database through one global schema or database defi-
nition, the global schema is simply the union of all the local database schema. The heterogeneous
plan for for DDBs characteristics have following variations - different DBMSs may be used on each
node even though all data is as well distributed across all nodes. Users that require only local access
may get it by using local DBMS and schema, but global schema still persists.[10, p.3-4] Common
objectives are location transparency, meaning that user does not need to know the location of
data, and local autonomy, where database operates even if few nodes failed. The synchronous
or asynchronous data management are both applicable with DDBs.[10, p.5]
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Figure 2.1: Homogeneous plan for distributed databases

Figure 2.2: Heterogeneous plan for distributed databases
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There are four main distribution strategies for relational databases as example but it works as
fine for other types:

• Data replication - putting copies of the database at each two or more sites, making it closer
to the user. There are several types of update synchronization, such as: snapshot replication,
near-real-time replication for pushing and pull replications.

• Horizontal partitioning - putting some of the rows of a table into a base relation at one
site, and other rows are put into a base relation at another site.

• Vertical partitioning - some of the columns of a relation are projected into a base relation
at one of the sites, and other columns are projected into a base relation at another site. The
relations at each of the sites must share a common domain so that the original table can be
reconstructed.

• The hybrid - is a combination of vertical and horizontal slicing in order to have the most
comfortable and optimized partitioning of the database.[10, p.6-13]

All pros and cons for specific application are summarized in the table 2.3

Figure 2.3: Comparison of distributed database design strategies
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2.2 Distributed Databases Management Systems

The existence of distributed databases involves a management system to access and use that dis-
tributed data. There are several mandatory criteria the management systems must obey, such as -
keeping track of where data are located, determine the location from which to retrieve the requested
data, translating request from node with local DBMS to another with the different one, providing
data management functions and consistency among copies across remote sites, present a single local
database that is distributed. Additional options like being scalable, running different version of
applications and DBMS on different nodes, replicate data and stored procedures across the nodes
and finally transparently use residual computing power to improve processing performances. The
general schema is presented on figure 2.4.[10, p.13-14]

Figure 2.4: DBMS schema

Each node has its local DBMS managing local DB as well as a copy of distributed DBMS
with associated data dictionary/ directory. Client’s request first is processed by distributed DBMS
to know if the request is a local transaction and can be managed by local DBMS or it is a global
transaction that needs reference to data from several sites. For global transactions DBMSs exchange
messages to coordinate it. [10, p.15]
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Chapter 3

Project Voldemort

Project Voldemort is an open source database created by the company LinkedIn. This chapter will
explain in detail how this database is functioning. The description will be in general detail for
people who want to use this database for online purposes..

3.1 Design

Voldemort is constituted of cluster that holds multiple nodes who have a unique id. A single machine
can hold multiple nodes if needed. All those nodes need to have the same number of stores which is
basically a table in the database. This is needed as the data will be spread on multiple cluster and
thus a store will hold part of the original information. Each store must have a list of configurable
parameters [7, p. 3] :

• Replication factor (N) : the number of nodes in which the data will be replicated

• Required Reads (R) : number of parallel reading that Voldemort has to make to execute a get
request

• Required writes (W) : number of nodes that respond to a put request

• Key/Value serialization and compression : Voldemort can have different serialization schemas
for key and value

• Storage engine type : Voldemort can be combined with multiple read-write storage

Every node in a cluster holds the complete cluster topology and the store definitions
In this section, the underlying technologies of Voldemort will be exposed. Those explanations come
mainly from the Voldemort website [13].

3.1.1 Key-value storage

Project Voldemort uses a key-value storage. Key-values store uses a dictionary[3, p. 56] to find
information. This allow the client to simply search through the database per key. The api is very
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simple[13] :

va lue = s t o r e . get ( key )
s t o r e . put ( key , va lue )
s t o r e . d e l e t e ( key )

The intent was to enable high performance and availability. But it has his pros and cons[13].

Pros

• It is easy to distribute across a cluster

• Clean separation of storage and logic

• No object-relational miss-match

• Only efficient queries are possible, very predictable performance

Cons

• No complex query filters

• All joins must be done in code

• No foreign key constraints

• No triggers

3.1.2 System architecture

Logical architecture

The system is composed of several layers as seen on fig 3.1 completely independent from each other.

Figure 3.1: Architecture of the
database [7]

Each layer implement the same simple interface and is in charge
of only one functionality in the database. This make it very
easy to add or remove them on the fly as the needs change.
For example, a module can be add to manage partitioning and
replication. Another one can manage conflict resolution or can
implement a repair mechanism.
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Physical architecture

There are three option proposed by the project [13] to implement physically a database using Volde-
mort. The physical architecture will try and handle the load distribution on each cluster. On the
figure 3.2, Those three types of architecture can be seen. On this figure, Load bal is a hardware
loadbalancer and partition aware routing in the internal storage routing. Having those steps on
the server side does let the choice of the language of the frontend. To implement a routing on the
frontend the client must use java or implement Voldemort library[13].

Those are the two first architecture and represented on the left of figure 3.2. The left most use
server routing in order to not constraint the frontend but loses latency and throughput. The middle
one is the client side routing which impose the frontend to use java. The right most architecture
represent an architecture where a request is directly routed to the right machine containing the data
that the user wants.

The flexibility made by the choice of the architecture make high performance configuration pos-
sible. The biggest hit to performance is the disk access just before the number of hop. We can
avoid the latter by choosing for example the httpd configuration. Disk access time can be avoided
by partionioning dataset and make use of cache. Performance and its optimization will be discussed
further in this paper in chapter 4

Figure 3.2: The physical architecture

11



Data partitioning and replication

As explained in the last section, data need to be partitioned on multiple servers in order to avoid
disk access time which is the biggest loss of time. Even if the data can hold on a single disk, it is
needed to spread it on multiple servers. Retrieval of data is dominated by the seeking time of the
disk, so by partitioning this data it is hoped that the smaller chunk will hold in memory reducing
the seeking time of the next one. This mean that server can not be interchanged and that routing
needs to be implemented.

From time to time, for whatever reason a server can go offline for a short period of time (over-
heat,ddos,...) or for an extended period of time if it simply die on us. This mean that the data
needs also to be replicated on multiple server to avoid losing information. If a server S as a proba-
bility p to go offline, then the probability of losing at least one server is 1− (1− p)s. This is extra
motivation to replicate the data.

A simple way[13] to accomplish this, is to cut our data into S partition (one per server) and
store copies of a given key K on R servers. A way to associate R serveur and K key is to com-
pute a = K mod S and store this value on server a,a+1,...,a+r. R must be chosen to have a low
probability of data loss. With this method, the system can use peer-to-peer search because every-
one can compute the location of the data knowing they key. The downside is the addition of knew
server that can force data to shift around. This can be solved using what is called consistent hashing

Using consistent hashing when a server fails, the load will be distributed equally amongst the
servers. When a new server is added, only 1/(S + 1) values will be moved to the new machine.
This is due to the propriety of this hash method. For further reading on this, the reader can look
at this paper[4].One way to visualize this method is by using a ring containing each hash values as
represented on figure 3.3. The ring is divided into Q equally sized partitions with Q»S. A key is
mapped into the ring using a hashfunction, here md5.

Figure 3.3: The hash ring for 3 nodes and 12 partitions [7]
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3.1.3 Data Format and Queries

Voldemort does not have table but rather stores. Each key is mapped to one and only one store.

Queries

Voldemort supports hashable semantics, this means that a single value can be modified and that
the search is done by primary key. There is no one to many relationship in this database but a value
can be a list which has the same results. It is a huge performance improvement[13] because it will
only have one disk seek. But for huge queries, it is not the case, rendering this method inefficient
and the query must be broken into smaller sub-queries.

Data Model and Serialization

On the lowest level, the keys and values in the database are just byte-arrays. Higher-level of data
format can be configure within each store but a serializer need to be implement in order to have a
good translation between bytes and the high-level data format. The following types are supported
"out of the box" : json, string, java-serialization, protobuf, thrift, avro-generic and identity. It is
however recommended to use json format as it produce human readable content.

3.1.4 Consistency and Versioning

"The value for a given key is consistent if, in the absence of updates, all reads of that key return
the same value"[13]. In a read only world, the data is created consistent then is never changed thus
staying consistent. But when the data can change, it must change on every server it is replicated
on and this is hard when server failure is a reality. When server partition is added into the mix, the
task becomes impossible.

There exists different methodologies to reach consistency doing performance trade off. Those defi-
nitions comes from [13]:

• Two-Phase Commit : This is a locking protocol that involves two rounds of co-ordination
between machines. It is perfectly consistent, but not failure tolerant, and very slow

• Paxos-style consensus : This is a protocol for coming to agreement on a value that is more
failure tolerant.

• Read-repair : The first two approaches prevent permanent inconsistency. This approach
involves writing all inconsistent versions, and then at read-time detecting the conflict, and
resolving the problems. This involves little co-ordination and is completely failure tolerant,
but may require additional application logic to resolve conflicts

Voldemort uses versioning and read-repair as it guarantees the best availability.
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3.1.5 Versioning in a distributed system

On a centralized database, a simple versioning system can use a clock that is update with each
write and store the time at which it was modified. But for a distributed database where servers
are added and some are removed frequently this method fails. Here is an example : If two sever
fetch the same values (triples) but each modify one different attribute then the server cannot decide
which one to keep and which one to throw away.

An answer to this problem can be found by using a vector clock : [1:45,2:3,5:55]. The first number
is the version of the document for which the server was the "master" and the second the number of
writes done. So a version v1 succeeds a version v2 if for all i, v1i > v2i

3.2 Brewer’s theorem

The CAP theorem[8], also known as the Brewer’s theorem, state that for a distributed system, here
a NoSQL data store, only two attributes from Consistency, Availability and Partition tolerance can
be achieved. Consistency means that server must return the right response to each request. A
database can (will) be inconsistent if it can not keep track of modification and so returning an old
value. Availability means that every query will eventually receive a response. Partition tolerance
means that the system will continue to work even when a failure occurs when two or more nodes
try to connect to each other.

The creators of Voldemort has chosen availability and partition tolerance hence rejecting consis-
tency. In section 3.1.4, consistency was discussed and this report went directly to the solution.
But those solution to avoid consistency are made at read time leaving the database inconsistent.
In order to implement versionning, Voldemort utilize a vector clock. Using the definition[13] it is
possible to show this inconsistency. The definition is : "A version v1 succeeds a version v2 if for all
i, v1i > v2i". So, if neither v1 > v2 nor v1 < v2, then v1 and v2 co-occur, and they are in conflict.
Voldemort has what is called Eventual consistency. It can be defined as followed : "In a steady
state, the system will eventually return the last written value"[9].
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Chapter 4

Performances and benchmarking

Performance is pivotal point of any software. It can make or break an idea or reduce its utility into
niche areas. The reader will find feature performance and benchmark of this distributed database.

4.1 Performance vs. Scalability

Performance and scalability although often used together are different notions. A service is scal-
able if when added with more resources it results in an proportional increase of performance. In a
distributed system, like Voldemort, that system is called scalable if when resources are added, for
example to improve redundancy, it does not result in a loss of performance [14].

Performance, in another hand, is the ability for a service to have a certain response time [2]. It is
something that can be defined with numbers. For our database, it will be the ability to respond
to a query rapidly. Voldemort is a scalable database, the focus for the rest of this chapter will be
around performance.

4.2 Performances

In this section, performance of Voldemort will be discussed. Those are mainly based on a paper [7]
written from LinkedIn about read only store.

4.2.1 Build Times

The main goal for voldemort is rapid data deployment [7, p. 10]. This mean that the build phase
must be fast. They define the build time by "the time starting from the first mapper to the end
of all reducers". For MYSQL, the build time is the completion time of the LOAD DATA INFILE
command on an empty table.
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On figure 4.1, a comparison between SQL and Voldemort is made for the build time of different
sizes. SQL is drastically behind because it buffers changes in the index before writing them on the
disk. Also, SQL does about 1.4 more I/O than voldemort due to the incremental index.

Figure 4.1: The time to complete the build for the
random data set [7, p. 10]

Figure 4.2: Single node median read latency taken
at 1 minute intervals since the swap[7, p. 10]

4.2.2 Read Latency

The read latency must be acceptable and it must scale with the number of nodes. LinkedIn made
some experiment with 10 million requests with simulated keys following a uniform distribution be-
tween 0 to number of tuples in the data set[7, p. 10]

First was measured the speed of loading pages into the operating system cache. A test was run with
100GB of data and the median latency after swap was taken. The results can be seen on figure 4.2.
For MySQL, they created a view on an existing table, bulk loaded into a new table, and swapped
the view to the new table without stopping the request. MySQL starts slowly because it need to
build his cache. Voldemort build his cache much more rapidly due to his binary search that does a
bit more look up than an interpolation one.

On the figure 4.3 is a comparison with SQL on the same 100GB bit with different throughput.
This test shows that Voldemort scale to twice the amount of query that MySQL can handle while
maintaining the same latency median.

The last Test will determine if the database scales with the number of nodes. The test is the
same as the percent ones but this time the data is spread over 32 machines and a store. The
query were for one following a uniform distribution and the other one the Zipfian distribution. The
latter distribution will query some keys more than other to simulate a real world utilization of the
database. The result can be seen on figure 4.4. This figure shows that indeed Voldemort scale with
nodes.
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Figure 4.3: Single node read latency after warm-
ing up the cache[7, p. 10]

Figure 4.4: Client-side median latency with vary-
ing data size[7, p. 11]

4.2.3 Solid State Drive

Using solid state drive (ssd) offer huge boost over Serial Attached SCSI [11]. The average latency
drop from 30ms to 2ms and the speed of cluster expansion improved 10x. But for the 5% top
percentile, there is an increased latency from Java garbage collector. Those were due to linux
stealing pages from JVM heap. It is important to use mlock() on the server heap in order to avoid
this.

4.3 Benchmarks

This section will firstly benchmark the performance of voldemort against Cassandra in term of
throughput and failover.

4.3.1 Workload impact on latency

The benchmark will be created using five workloads[1]:

Workload A: Update heavy workload This workload consists of 50% read operations and 50%
update operations

Workload B: Read mostly workload This workload consists of 95% reads and 5% updates

Workload C: Read only workload This workload consists of 100% read operations

Workload D: Read latest workload This workload consists of 95% read and 5% insert opera-
tions. The most recently inserted records are the most popular

Workload E: Short ranges workload This workload consist of 5% insert and 95% scan opera-
tions new records are inserted and short ranges of records are queried using scan operations

17



Workload F: Read-modify-write workload This workload consists of 50% read and 50% read-
modify-write operations implemented as sequential read and update operations on the same
key.

On figure 4.5, can be seen the result for the workload A-E for Cassandra. Those show that the
latency increase with throughput. For the workload A, C, D and F, it increase almost linearly with
throughput although the throughput of F is less than the other ones. For workload E, the latency
increases almost exponentially. This is due to the fact that the scan operation is more resource
intensive than a read or write.

Figure 4.5: Workload A-E for Cassandra 2.0.2[1, p. 7]

On the figure 4.6, are displayed the result for the same tests but applied to Voldemort. The
most important different between those two result is that for Voldemort it seems that there is no
direct relation between latency and throughput. Only for workload C a relationship is clearly visible.

Maximum achieved throughput for both database are displayed on figure 4.7 and figure 4.7. We can
see that for 1 million records cassandra is the clear winner in terms of throughput and manage to
keep a "low" amount of server load. This change a bit with 50 millions records, Cassandra cretae
more server load than Voldemort but can still handle more throughput than its counterpart.

4.3.2 Failover Characteristics

The goal here is to monitor the latency and throughput over time when a node fails and then
come back up. The test is the following. Both database have a workload of 50% read and %

write operations. After 30s a node will be killed and then will be bring back only after 300s. The
graphs shown on 4.10 and 4.11 show what happens to those database in this scenario and with
a set of 50 millions records. Other test has been done but will not be explained here. For more
information and graph about this benchmark, the interested reader can read the complete paper [1].
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Figure 4.6: Workload A-D and f for Voldemort 1.3.0 [1, p. 8]

Figure 4.7: Maximum throughput for 1M records
[1, p. 8]

Figure 4.8: Maximum throughput for 50M
records[1, p. 8]

For most of the lighter test, Cassandra performed well throughout the entire test even when Volde-
mort had issues with latency. It is important to note that Voldemort even though had some latency
issues manage to keep a high stable throughput. Similar characteristics can be seen on both graphs.
A spike a latency occurs when the node goes down. This is mostly due to the fact that the client
must manage all the transaction that the node was working on. Once the node comes back up, a
huge spike of latency arise, this comes from the fact that adding a node to the pool is much more
expensive then removing one. Every node must update any stale data before the new node can join
them. Throughput shows also some interesting trend in those graphs. When Cassandra’s nodes
start updating their stale data there is a big drop in the throughput. It is as all the nodes stopped
worked for a moment before the new node comes back.
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Figure 4.9: Update heavy workload with one node failure at 50% of maximum throughput for
Cassadra 2.0.2 [1, p. 11]

Figure 4.10: Update heavy workload with one node failure at maximum throughput for Cassandra
2.0.2 [1, p. 11]

Figure 4.11: Update heavy workload with one node failure at maximum throughput for Voldemort
1.3.0 [1, p. 11]
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Chapter 5

Creating distributed database servers
with Voldemort

This chapter will present the creation of clusters for server side of Voldemort database. The server
will be installed on clean ubuntu-server-14.04.3 running inside a virtual machine.

5.1 Installing the source code

In order to install and build Voldemort source code, following applications have to be added:

sudo apt−get i n s t a l l g i t
sudo apt−get i n s t a l l de fau l t−j r e
sudo apt−get i s n t a l l de fau l t−jdk
sudo apt−get i n s t a l l python2 . 7

Next steps are copying the source code from git and compiling it with existing java makefile named
gradlew :

g i t c l one https : // github . com/voldemort /voldemort . g i t
cd voldemort
. / gradlew c l ean j a r

To start the server itself navigate to folder /bin and run the script voldemort-server.sh by specifying
the configuration options from /config folder. Here is an example for single node cluster:

bin /voldemort−s e r v e r . sh c on f i g / s ing le_node_cluster

5.2 Server configuration

Server configuration consists of 3 files:
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• cluster.xml -holds the information about all the nodes/servers in the cluster, what hostname
they are at, the ports they use, etc. It is exactly the same for all voldemort nodes. It does
not hold tuning parameters or data directories for those nodes, since that is not information
public to the cluster but is specific to that particular nodes configuration.

• stores.xml - holds the information about all the stores/tables in the cluster. This includes
information about the required number of successful reads to maintain consistency, the re-
quired number of writes, as well as how keys and values are serialized into bytes. It is the
same on all nodes in the cluster.

• server.properties - contains the tuning parameters that control a particular node. This
includes the id of the local node so it knows which entry in cluster.xml corresponds to itself,
also the thread pool size, as well as any configuration needed for the local persistence engine
such as BDB or mysql. This file is different on each node.

[12] Two virtual machines are going to be deployed to show the implementation of distributed
databases across multiple nodes. Following paragraphs are going to show the configurations needed.
Two servers are run on virtual machines: 192.168.1.4 and 192.168.1.5 - the client will be using the
local machine 192.168.1.2, all bridge connected. We navigate to config folder and define the 2_-
node_cluster/config/ folder to put the following config files inside.

5.2.1 Cluster configuration

As said before this file will be duplicated on both virtual servers. This file defines all the servers
IPs and ports running the distributed database and partitions they have access to. Each line name
is intuitive and does not require further explanations:

<c l u s t e r>
<name>db_cluster</name>
<se rv e r>

<id>0</ id>
<host>192 . 1 6 8 . 1 . 4</host>
<http−port>8081</http−port>
<socket−port>6666</ socket−port>
<pa r t i t i o n s>0 , 1</ p a r t i t i o n s>

</ s e r v e r>
<se rv e r>

<id>1</ id>
<host>192 . 1 6 8 . 1 . 5</host>
<http−port>8085</http−port>
<socket−port>6670</ socket−port>
<pa r t i t i o n s>2 , 3</ p a r t i t i o n s>
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</ s e r v e r>
</ c l u s t e r>

5.2.2 Stores configuration

We add the STORES/ directory with xml files representing the stores (tables for SQL) the database
contains. Here is the testing table:

<s t o r e>
<name>t e s t</name>
<pe r s i s t e n c e>bdb</ p e r s i s t e n c e>
<de s c r i p t i o n>Test s t o r e</ d e s c r i p t i o n>
<owners>n f i l i p ch@u lb . ac . be , bakboka@ulb . ac . be</owners>
<rout ing−s t r a t e gy>cons i s t en t−rout ing</ rout ing−s t r a t e gy>
<rout ing>c l i e n t</ rout ing>
<r ep l i c a t i o n−f a c t o r>2</ r ep l i c a t i o n−f a c t o r>
<requ i red−reads>1</ requ i red−reads>
<requ i red−wr i t e s>1</ requ i red−wr i t e s>
<key−s e r i a l i z e r>

<type>s t r i n g</ type>
</key−s e r i a l i z e r>
<value−s e r i a l i z e r>

<type>s t r i n g</ type>
</value−s e r i a l i z e r>
<hinted−handoff−s t r a t e gy>cons i s t en t−handof f</hinted−handoff−s t r a t e gy>

</ s t o r e>

Some descriptive data is added first but implementation choices have to be added as well, such as
routing, replication and data type used for storing. This file as well has to be duplicated over all
servers.

5.2.3 Each server properties

The last file is specific for each node and indicates what part of the cluster they represent:

# The ID o f ∗ t h i s ∗ p a r t i c u l a r c l u s t e r node
node . id=0

max . threads=100

############### DB opt ions ######################
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http . enable=true
socke t . enable=true

# BDB
bdb . wr i t e . t r an s a c t i on s=f a l s e
bdb . f l u s h . t r an s a c t i o n s=f a l s e
bdb . cache . s i z e=1G
bdb . one . env . per . s t o r e=true

# Mysql
mysql . host=l o c a l h o s t
mysql . port=1521
mysql . user=root
mysql . password=3306
mysql . database=t e s t

#NIO connector s e t t i n g s .
enable . n io . connector=true

r eque s t . format=vp3
s to rage . c o n f i g s=voldemort . s t o r e . bdb . BdbStorageConf igurat ion , voldemort . s t o r e . readonly . ReadOnlyStorageConf igurat ion

The node id and number of threads describe server functions, some additional options for server
connectivity may be added as shown in this example.
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Chapter 6

Using the database from the client side

From the client side we have to install and compile same voldemort source code on the host machine.
After doing so, navigate to the Voldemort folder and run the voldemort shell:

bin /voldemort−s h e l l . sh t e s t tcp : / / 1 92 . 1 6 8 . 1 . 4 : 6 6 6 6/

Where we give the following parameters - the name of the store we are working on, one of the servers
IP address and the port on this one. After the connection is established we can use the database
from the shell.

Figure 6.1: Establishing the connection to both clusters of the database from same client
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Figure 6.2: Inputting information into first cluster and retrieving from the other.

Figure 6.3: Few basic commands on string data-set.
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Chapter 7

Conclusion

Voldemort has proven to be a highly available and partition safe while maintaining high throughput.
It manages to avoid inconsistency but using trade off like the two-commit method. But it is a rather
new software that is mainly used by the company LinkedIn which make little to no documentation
about it. This is a major problem appears when a problem occurs during implementation. A solu-
tion can be hard to found has there is not that much community around it.

In terms of performance, it holds it own against its competitors. His main one is Cassandra who
manage to have better latency when a node die but also maintain higher throughput at almost any
time than Voldemort. But it has been created to manage large set of data and do it well. When
Cassandra would crash during heavy load and failure it manages to carry on with the workload.
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