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Graph Structure Mining

— Subgraph and Motif Search




Graph Structure Matching

o
4 &7

« Gisalarge graph(the input)

« Hisasmall“pattern” graph(the query)
 Count/find all occurrences of Hin G

« Other names: graphlet analysis, motif counting

Thanks to C. Seshadhri

4 Graph Explorati
rapn Exp oraon https://users.soe.ucsc.edu/~sesh/
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What is a match?

Induced: edge not present

0 Non-induced:
don't care

Induced H-subgraph
* Must match non-edges

Non-induced H-subgraph
* Don't care about non-edges

Subgraph-isomorphism vs Homomorphism
* 1-1mapping of vertices vs many-1

5 Graph Exploration
https://data-exploration.ml

Any set of 5 edges gives
non-induced H

Thanks to C. Seshadhri
https://users.soe.ucsc.edu/~sesh/



Homomorphism vs. Isomorphism

An isomorphism between two graphs G
and H is a bijective mapping

o :G — H
such that

(z,y) € E(G) < (#(2),¢(y)) € E(H)

A homomorphism between two graphs G
and H is a mapping

(z,y) € E(G) = (o(2), ¢(y)) € E(H)

6 Graph Exploration
https://data-exploration.ml

Isomorphism is a stricter condition,
while homomorphism just preserves
edges in one direction

@)
@)

.o

http://buzzard.ups.edu/courses/2013spring/projects/davis-homomorphism-ups-434-2013.pdf



Homomorphism vs. Isomorphism (2)
o G — H
(z,y) € E(G) = (¢(z),9(y)) € E(H)

G: Bi-partite graph H: Schema of bi-partite graph
Flowers
Q Chocolate ) / Product
Perfume Q
'
Wine A bipartite graph is homomorphic to
Q the 2-nodes 1-edge graph that describes its schema.
Eggs

The schema is a form of summary of the graph

7 Graph Exploration
https://data-exploration.ml



Isomorphism vs. Subgraph-isomorphism

As decision problem:

* Isomorphism between G and H: Subgraph-lsomorphism is NP-complete
is G isomorphic to H ¢
Isomorphismis ~\ (%) /~
* Subgraph-isomorphism between G and H:
1s there a subgraph HyE H such that G is isomorphic to Hy

V

Complexity classes are tricky:

In reality, the subgraph isomorphism problem can be considered to be solvable in
polynomial time in size of target graph if we consider that in practice the query
graph has a bounded size!

38 Graph Exploration
https://data-exploration.ml




Graph Simulation Matching

H ST G /wm [/
SZ/\SU éw AL,
C— AT

A graph G can simulate a graph H if there exists a binary relation

SimC Vg x Vi where for each (u,v) € Sim if (v, v’') € Ey there is (u,u’)

in Eq such that (u’,v’) € Sim
If | can follow one transition (edge) in one graph, the
other should also be able to follow in the same way

Graph Exploration
https://data-exploration.ml https://dl.acm.org/doi/pdf/10.1145/2528937



Graph SImUIatlon MatChlng Simulation is computable in

Polynomial time

H S1 G L r /

o :
> O &L=

— A,

Preserves only Parent — Child relationships

A graph G can simulate a graph H if there exists a binary relation
SimC Vg x Vi where for each (u,v) € Sim if (v, v’') € Ey there is (u,u’)
in Eq such that (u’,v’) € Sim

Usually, Simulation takes into consideration Node/Edge Labels

. which I've ignored in my example!
10 Graph Exploration
https://data-exploration.ml https://dl.acm.org/doi/pdf/10.1145/2528937



Graph Isomorphism vs. Simulation Variants
Structural Congruence/Similarity

Isomorphism requires an bijective function
Simulation requires only a parent-child edge preserving relation
Strong Simulation requires also child-parent, connectivity and limited diameter

1 v 'y \ [ pemmmmm———— pmm————— \
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1 Sequoia [N 1 [_park Capital 1 !
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== 61, @, ———7J e )\ “———" G4

Example of Simulating (G1~ {G2,63,G4}) and Strong-simulating Graphs (G1=G2)

Strong Simulation preserves close connectivity

Strong simulation: Capturing topology in graph pattern matching

1T Graph Exploration - Shuai Ma et al., 2014
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Automorphism G -

G S G
S3 S|

S3 S4

S2

S2

S4

S4

S3

* A graph G is trivially isomorphic to itself

 so it exists always at least one bijective mapping ¢ : G — G

* but what if there exist morethanone ¢1 # ¢ #... : G — G ?
e Automorphism: an homomorphism from a graph to itself

Challenge: A Graph Structure Matching Algorithm needs to account for

12 Graph Exploration automorphism, and possibly avoid duplicate computation

https://data-exploration.ml



Analyzing Network Motifs

* Network Motif: a recurrent, significant node-induced subgraph
structure in a network (graph)
* Recurrent - Frequent: How to identify “frequency”?
» Significant - appears more often than in a random graph

Average frequency of S;

i i anifi real \/rand
Z.isthe S|gn|f|cance sc.:or‘e of S; g _ Ni — Ni - o graphs
negative value indicates i = std (Nrand )
under-representation (

* Motifs analysis is based on network structure (i.e., not considering labels)

What are the possible motifs that can appear in
a graph given a fixed number of nodes K?

They are called Graphlets

15 Graph Exploration http://web.stanford.edu/class/cs224w/slides/12-motifs.pdf
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Graphlets

A graphlet is class of connected isomorphic subgraphs of a given size.

Two graphlet occurrences are isomorphic, whereas two occurrences of two distinct
graphlets are non-isomorphic

Example: all non-isomorphic, connected, directed graphltes of size 3

P Paa 122
DR RN

https://data-exploration.ml

http://web.stanford.edu/class/cs224w/slides/12-motifs.pdf



There are 30 Graphlets of size <5 but ~11M of size 10

2-node  3_pode graphlels 4-node graphlels
graphlet The thirty 2-, 3-, 4-, and 5-

1 3 14
i 2 node graphlets and their
automorphism orbits

G, G, G, G, G, Gs G, G, Inagraphlet G, nodes
belonging to the same orbit
5-node graphlets are of the same shade

18
22
20
21 23
19 2

G9 G]() G]]

g

Gl3 Gis Gy Gis Giz Gy Gy

. @l@@

G 22 G 23 GZ4 G 25 G 26 77 G 28 G 29

4 Przulj, NataSa. "Biological network comparison using graphlet degree distribution."
15
o Bioinformatics 23.2 (2006): e177-e183.

https://data-exploration.ml
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Frequent Graph Patterns

— Subgraph and Motif Search




A detour: Association Rules

* If someone buys diapers and milk, then they are likely to buy beer
« Don't be surprised to find beers placed next to diapers!

Supermarket shelf management - Market-basket model:

® Goal: Identify items that are bought together by sufficiently many
customers

© Approach: Process the sales data collected with barcode scanners to find
dependencies among items

J. Leskovec, A. Rajaraman, J. Ullman: Mining of Massive Datasets,

19 i
Graph Exploration http://www.mmds.org
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The Market-Basket Model

Alarge set of items

* e.g.,thingssoldinasupermarket

A large set of baskets

Each basket is a small subset of items

* e.g., the things one customer buys on one day

Want to discover association rules

« People who bought {x,y,z} tend to buy {v,w}

20 Graph Exploration
https://data-exploration.ml

Input:

‘ TID Items

1

Bread, Coke, Milk

Beer, Bread

Beer, Coke, Diaper, Milk

Beer, Bread, Diaper, Milk

g | AN DN

Coke, Diaper, Milk

Output:

Rules Discovered:
{Milk} --> {Coke}
{Diaper, Milk}-->{Beer}

J. Leskovec, A. Rajaraman, J. Ullman: Mining of Massive Datasets,

http://www.mmds.org



Frequent Itemsets

« Simplest question: Find sets of items that appear together “frequently” in baskets

e Support foritemset I: Number of baskets containing all items in 1

« (Often expressed as afraction of the total number of baskets)

» Given a support threshold s,
the sets of items that appear in at least s baskets
are called frequent itemsets

A-priori principle:

if {A,B,C} is frequent— {A,B} is also frequent
if {A,B}is not frequent — {A,B,C} cannot be frequent

Input:
‘ TID ltems
1 Bread, Coke, Milk
2 Beer, Bread
3 Beer, Coke, Diaper, Milk
4 Beer, Bread, Diaper, Milk
5 Coke, Diaper, Milk

Support of
{Beer, Bread}=2/5 =0.4

J. Leskovec, A. Rajaraman, J. Ullman: Mining of Massive Datasets,

21 Graph Exploration
https://data-exploration.ml
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Frequent Graph Pattern Mining

 Frequent subgraphs

« A(sub)graphis frequent if its support (occurrence frequency)ina
dataset is no less than a minimum support threshold

* Applications of graph pattern mining:
« Mining biochemical structures
* Program control flow analysis
« Mining Social/Web communities

« Building blocks for graph classification, clustering, compression, comparison

22 Graph Exploration
https://data-exploration.ml



Graph Pattern Mining - Database (Set) of graphs

Problem

Given a set of graphs {G;, Gy, ....Gy} find pattern P that appear

at leastin o of them

Min support 34

Frequent ‘—‘——O
Support: frequency of a subgraph

Non-Frequent ‘—% appearing in a set of graphs

23 Graph Exploration
https://data-exploration.ml



Frequent Subgraph Mining - Single Large Graph

Problem

Find all subgraphs of G that appear at
least o times

Suppose g = 2, the frequent subgraphs are
(only edge labels)

* abc

* a-a ac b-cc-c

* a-c-a..

Exponential number of patterns!!!

24 Graph Exploration
https://data-exploration.ml



Support over a single large graph

A support measure is admissible if for any pattern P and any sub-patternQ = P
the support a(P) is not larger than support of Q, i.e., 6(Q) = o(P).
This is also referred as anti-monotonicity property.

— — e e— ——

Problem: The number of occurrences of a patternin asingle

large graph is not an admissible support measure

O Q\g
P@®—@—O0 .

P1c=P2,but 1 =0(P1) <a(P2) =2 How can we solve
this problem?

25 Graph Exploration
https://data-exploration.ml



Support over a single large graph

A number of admissible support measures have been proposed:

1. Maximum Independent Set support (MIS)

» Based on maximum number of non-overlapping matches

2. Harmful overlap support (HO)
« Based onthe number of patterns for which no (multi-node) subgraph is
identical
3. Minimum Image-based support (MNI)

« Based on the number of times a node in the pattern is mapped into a distinct
node in the graph

26 Graph Exploration
https://data-exploration.ml



Maximum independent set support (MIS)

» ldea: Count how many times a pattern is mapped to a non-overlapping subgraph
MIS computation

1. Construct an overlap graph Gg: (V, Eg), in which the set of nodes Vj is the set of
matches of a pattern P into a graph G and

Eo ={(LfIfL2EVoNfL # A1 [ # 0},

i.e., Eg has an an edge among each pair of overlapping matches.

2. oys = size of the maximum independent set of nodes in the overlap graph.

* Anindependent set of nodes in a graph is a subset of non-adjacent nodes of the graph,

i.e.G(V,E),IcVstV(uv)€el(uv)¢E
» The biggest possible independent set is called the maximum independent set

27 Graph Exploration
https://data-exploration.ml



Maximum independent set support (MIS) : Example

r@®—@—0

Compute the maximum
number of non adjacent

nodes

28 Graph Exploration
https://data-exploration.ml

Overlap graph: Go



Maximum independent set support (MIS) : Example 2

{—O

/ Overlap!! N\
Q O Overlap graph: Go
Compute the maximum number /
of non adjacent nodes

\_ %

7z

r@®—@—0

G

Finding a maximum independent set is NP-hard = Very High computational cost

29 Graph Exploration Data Mining - E21
https://data-exploration.ml



Harmful overlap support (HO)

® MIS support can be very restrictive and considers overlap among single nodes

Pattern @—@—O Graph e O O 0 ©

©® Harmful overlap support oy considers as harmful those subgraphs that share a
common (multi-node) subgraph

Support is computed like

on harmful Overlap in MIS, the difference is
how we compute the
Pattern @—@—O Graph @ N \O——H overlap graph

Fiedler, M. and Borgelt, C., 2007. Subgraph support in a single large graph. ICOMW 2007.

30 Graph Exploration
https://data-exploration.ml



Minimum Image-based support (MNI) : Example

Simpler support based on the minimum number of times a node of the patternis
mapped to the graph

—

B

Let fi, ..., fin e the set of isomorphisms of a pattern P: (Vp, Ep,€p) inagraph G. Let F(v) =
1{f1(v), ..., fim(v)}| be the number of distinct mappings of anode v € Vp to anode in G by functions
fi, «o» fm- The Minimum Image-based support (MNI) 5,5, (P) of Pin G is oy (P) = min{F (v),v € Vp}

__—

| = —
-

Pattern Graph
® o O :/-
F(v) =2 O
F(v,) =2
Fw)=3  oyy(P) = min{F (v,), F(v;), F(v3)} = 2

Chen, C., Yan, X., Zhu, F. and Han, J. gapprox: Mining frequent approximate patterns from a massive network. ICDM, 2007.

31 Graph Exploration
https://data-exploration.ml



Properties of the support measures

« MIS, HO, and MNI are anti-monotone (proof omitted)

 Computation time:
« MIS and HO are NP-hard to compute (there is no algorithm to solve them efficiently)

* MNI can be computed in polynomial time!

 What is the relationship among the support sets?

* MIS support setis a subset of HO support set, which is a subset of MNI support set

* omis(P) < 0yo(P) < oyn(P)

Mohammed Elseidy, Ehab Abdelhamid, Spiros Skiadopoulos, and

Panos Kalnis. 2014. GraMi: frequent subgraph and pattern miningin

a single large graph. Proc. VLDB Endow. 7, 7(March 2014), 517-528.

32  Graph Exploration https://github.com/ehab-abdelhamid/GraMi
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Mining Graph Shapes: a.k.a. structural summarization

: Department

21 :headOf

4

Network of Shapes

Graph Exploration
https://data-exploration.ml

immi9~  sh: Chair
B» sh:Department ‘

‘ a = rdf:type

| Alice | | Bob |

:docDegreeFrom

:worksFor

:headOf ‘takesCourse

:teacherOf

_— sh:FullProfessor ~
2 1 :worksFor—~

2 1 :teacherOf

» sh:Course

2 1 :docDegreeFrom
/21 :takesCourse

21 :adviso?“

sh:Student

21:subOrgOf . sh;University

po



Validating Graph Data with Shapes

CS Data Ingestion \\\‘\* Ouery Answering &‘“‘--‘.:
- \ : : ‘4\||||||||||

=
Data Data Knowledge Graph (KG) Data Analytics
Validation

\ Validating Shapes

Shapes constraint language (SHACL - W3C standard)
Shapes expressions (ShEx)

A FullProfessor must have :
* aname
* adegree from a University

34 Graph Exploration
https://data-exploration.ml



Mining Graph Shapes

_— - /', \\\
l/ ————————— \\ // \\
i [N
| — " | Alice y
| :docDegreeFrom
—
|
(I
\ 4
\i RN sstreet
\i a -8t
! :: .‘"
{ C_FullProfessor il S R
l ___“%} ¢ HaﬂeySUeet

Rabbani, Kashif, Matteo Lissandrini, and Katja Hose. "Extraction of
Validating Shapes from very large Knowledge Graphs”- VLDB"23
https://relweb.cs.aau.dk/qgse/

35 Graph Exploration
https://data-exploration.ml

A FullProfessor must have :

aname
a degree from a University

Using Support and confidence allows to
avoid extracting spurious shapes

Support

Support of property shape is defined as
the number of entities conforming to its
constraints.

Confidence

The ratio between how many entities
conform to a specific constraint and the
total number of entities for the target
class of the node shape.
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Community Analysis
— Taming Large Graphs
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Reachability: Connected components

* A connected component is a portion of the graph where each node can
reach all other nodes: pairwise reachable.

In a directed graph we can have connected components, but if we follow
directions, then it may happen that we cannot reach all nodes.

« Astrongly connected component is a portion of a directed graph
where there is a directed path between any two nodes. All nodes are
pairwise reachable when following directions.

* A weakly connected component is a portion of a directed
graph where there is an undirected path between
any two nodes. All nodes are pairwise reachable
when ignoring directions.

Graph Exploration
https://data-exploration.ml

USEBFS:

1) Start from a node;

2) Obtain all reachable nodes
and mark them;

3) Increment CC counter
4)Take next node not already
marked, and start again




Cliques

Subset of vertices of an undirected graph such

that every two distinct vertices in the clique are

adjacent

/|

2

Z%

-

A clique has density 1

40 Graph Exploration
https://data-exploration.ml

Complete subgraphs:
A portion of the graph forming
aclique, each node is
connected to each other node



Communities: locally dense connected subgraphs

Connected & Density Hypothesis: Communities are locally
dense connected subgraphs in a network.

Connectedness Hypothesis:

Each community corresponds to a connected
subgraph: a community cannot consist of two
subgraphs that do not have a link to each other.

Density Hypothesis:

Nodes in a community are more likely to be
connected to members of the same community
than to nodes in other communities.

[BAOT, CHAPTER] BARABASI, ALBERT-LASZLO, NETWORK SCIENCE,
CHAPTER 9: COMMUNITIES

41 Graph Exploration

https://data-exploration.m| http://networksciencebook.com/chapter/9



http://networksciencebook.com/chapter/9

Graph Partitioning

Graph Cut: The number of edges that go from G, to G,

= |Cut(G1,G2)| \ Q
If we need to split the graph in 2 parts, | want to minimize the /
number of edges | “break”

But | also want the 2 parts to be “densely connected”
Conductance: given two portions of a graph G; Q \‘\

and G, the conductance is the sum of the

edges going from G, to G, divided the the
minimum between the edges in G;and in Gy K
We want to minimize the foIIowmg

C (G1,G2) =

in {(C + |G1| (C+1Gal);

42 Graph Exploration
https://data-exploration.ml



Graph Partitioning (Example)
C = |Cut(Gy, Gs)| / Q‘
We want to minimize the following /

C
C (G17G2) -

g
min {(C + |G1|), (C + |G2|)} //\/Q

A|=10 [B|=10 |C|=3
lal =3 B[ =3

3
C(A,B = ~ 0.231
AB+0) = G r10, G 1) - 02
3
C(A+ B = ~ 0.
U+ B0 = G 2),6+a
.

Where should we cut?

—

43 Graph Exploration
https://data-exploration.ml



Basic Centrality measures

How important is a node in a graph?

1. Degree centrality: number of neighbors of node v 1
Ce(v) = 5
2. Closeness centrality: reciprocal of the total distance from a node v 2 uev 0(1;0)
to all the other nodes in a network 58(u,v)is the distance between node uand v.
3. Betweenness centrality: ratio of the number of shortest paths Cplv)= > 751 (V)
passing through a node v out of all shortest paths between all node sttrvey st
pairS in a network ost : hnumber of shortest paths between node sand t

os(v) : number of shortest paths passing on a node v out ost

Connected graphs:
These measure have
meaning only when
referringtoa
connected graphs

44 Graph Exploration
https://data-exploration.ml



Community Detection

Community: portion of a graph with high internal
connectivity (also called modules or clusters)

Divisive hierarchical clustering based on the notion of edge
betweenness (Girvan-Newman Algorithm):

1. Calculate edge betweenness: find edges that are more “central”in
the graph

2. Delete high-betweenness edges: delete the edges with highest
betweenness

3. Connected components are communities

Repeat until stopping condition
Hierarchical decomposition!

45 Graph Exploration
https://data-exploration.ml



Community Detection

Divisive hierarchical clustering based on the notion of edge
betweenness (Girvan-Newman Algorithm):

Step1: Step 2
Do Po
@ @
°'° (—s) (2)
(3) (3D (4)
& Step 3:
© @ © ©
@ This method is not very effective
O, & & for overlapping communities!
©

46 Graph Exploration
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Non-overlapping vs. overlapping communities

See Community-Affiliation Graph in the Mining of Massive Datasets book

Which one is Facebook?

Some nodes belong to
multiple communities

e

47 Graph Exploration
https://data-exploration.ml http://networksciencebook.com/chapter/9
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SIGMOD *22, June 12-17, 2022, Philadelphia, PA, USA

KG as a Data Model for
= Saga: A Platform for Continuous Construction and Serving of
Data Integration Kiowedge At Scale

Thab F. Ilyas, Theodoros Rekatsinas, Vishnu Konda
Jeffrey Pound, Xiaoguang Qi, Mohamed Soliman
Apple

ABSTRACT
We introduce Saga, a next- ‘generation knowledge construction and
serving platform for powering knowledge-based applications at in.

-|- h ee nt I‘I es Of d at a sources use d tO dustrial scale. Saga follows a hybrid batch-incremental design to

continuously integrate billions of facts about real-world entities
t' nu ousl and construct a central knowledge graph that supports multiple
construct the KG are conti y prducon s e it e s e
ness, accuracy, and availability. In this paper, we discuss the unique
. challenges associated with knowledge graph construction at in-
chang I ng oo dustrial scale, and review the main components of Saga and how
they address these challenges. inally, we share lessons-learned Figure 1: Overview of the Saga knowledge platform.

from a wide array of production use cases powered by Saga.

CCS CONCEPTS Constructing a central knowledge graph (KG) that can serve these
+ Comp systems ization — Neural networks; Data needs is a challenging problem, and developing a KG construction
and serving solution that can be shared across applications has ob-
vious benefits. This paper describes our effort in building a next-
generation knowledge platform for continuously integrating bil-
. . L _ eff O rt Lions of facts about real-world entities and powering experiences

Self-serve data onboarding: Low KEYWORDS e e
. . . N i % N owledge can be represented as a graph with edges encoding
. f d ata sources is :‘lz:‘”:;i’f; ﬁ;ﬂ’; knowledge graph construction, entity resolu- facts amongt entitis (vodes) [61]. Information about entities i
Onboa rdlng o new 5 i obtained by integrating data from multiple structured databases
. f ACM Reference Format: : and data records that are extracted from unstructured data [19).
i t to ensure consistent growth o 0 otancd S s e ey P Xanpung o ol e exracted o fusng tis data into s
I m p 0 rt a n 0 e Qi, Mohamed Soliman. 2022, Saga: A Platform for Continuous Construc-

accurate and canonical representation for each entity is referred
tion and Serving of Knowledge At Scale. In Proceedings of the 2022 . 3 Y

flow architectures; Special purpose systems; « Information
PG B ha i

systems — D ; B transf ion and
loading; Data cleaning; Entity resolution.

ternational Conference on Management of Data (SIGMOD *22), une 1217, to as knowledge graph tion [80]. C s construction

t h e K G . 2022, Philadelphia, PA, USA. ACM, New York, NY, USA, 14 pages. https: and serving of knowledge plays a critical role as access to up-to-
//doi.org/10.1145/3514221.3526049 date and trustworthy information is key to user engagement. The

entries of data sources used to construct the KG are continuously

1 INTRODUCTION changing: new entities can appear, entities might be deleted, and

facts about existing entities can change at different frequencies.
Moreover, the set of input sources can be dynamic, Changes to li-
censing agreements or privacy and trustworthiness requirements
can affect the set of admissible data sources during KG construc-
tion. Such data feeds impose unique requirements and challenges
that a knowledge platform needs to handle:

Accurate and up-to-date knowledge about real-world entities is
needed in many applications. Search and assistant services require
open-domain knowledge to power question answering. Other ap-
plications need rich entity data to render entity-centric experi
ences. Many internal applications in machine learning need t
ing data sets with information on entities and their relationships.
All of these applications require a broad range of knowledge that (1) Hybrid batch and stream construction: Knowledge construc-
is accurate and continuously updated with facts about entities. tion requires operating on data sources over heterogeneous
domains. The update rates and freshness requirements can
differ across sources. Updates from streaming sources with

Fermission to make digital or hard copies of all or part of this work for personal or
classroom use s granted without fee provided that copies are mot wade distributed

for profit or commercial advantage and that copies bear this notice and the full cita- game scores need to be reflected in the KG within seconds

tion on the irst page. Copyrights for components of this work wned by others than but sources that focus on verticals such as songs can pro-

the author(s) must be honored. Abstracting with credit is permitted. T, copy other. @ e T ) F

e o epublish. to post on servers o to redistribute to lst, requires prios speciac vide batch updates with millions of entries on a daily ba-
s S i e

sis. Any platform for ennct



Modern Information Search Use-case

Are there any other Challenges

fraudulent cases like this
Jon Doe’s bill

1) Not sure about the data we have

2) Not clear what we are looking for

2 > Big Data

Pipelines

How do we describe what we are looking for?
Big Data

what are the contents
of our database?

Thel _Data_ Novice: Opportunity: Empower Data Scientists to find the
A user unfamiliar with the data at hand information they need in large heterogenous data

and its structure repositories




Exploration

We know where we start
we don't know what we'll find

- _, AT g < Y24 ¢ & -
A»'-"‘.-" 2 e ..' .‘& g7 ““; f:.‘ [t
ek ﬁa”’#;

‘.

o i g e .
2 @%‘“@

Data Exploration

the process of gradual discovery and
understanding of the contents of large datasets.

b AN
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Data Exploration Needs

What accounts have
abnormal amounts
of withdrawals?
What is the average
account lifespan?

Exploratory
Analytics

What information do
we have about accounts ?
Where are they stored*
How many accounts
areonrecord?

Are there fraudulent

accounts |: |
\ ——

similar to this? S

Summarization
&Profiling

Exploratory
Search

l’
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My Heart
Will go On

music Drama

genre
Titanic
rating
PG-13
rating

S.
country acto

This graph contains 0.8M Movies, 40K
Actors, and 1K Directors.
Movies are connected to Actors, Genres,
and Directors

Back to the
) Future
director

Robert
Zemeckis

actor

actor
Tom
Hanks

r

director

genre

country

language

‘ Cast Away

2004

year

The Terminal |

language

English

Profiling
: =gxploration.ml

Which Actors are featured in the
highest number of PG-13 rated Movies

What are the connections
between R. Zemeckisand Tom
Hanks

Analytics

__Search __—



Data Exploration Methods

Data Exploration

_ \ T

Summarization Exploratory

&Profiling Exploratory Search

Analytics /

Data-profiling \ Entit
. b
Pattern-mining . . Multi-dimensional Sim ilaf%l{ty
Structural Outlier Detection Analysis Search gy by Ouery Building
Summarization output &Suggestions
Skyline queries

4
N

Output: High Level Overview
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https://data-exploration.ml

Output: Overview of Specific Aspects

Output: Detailed Answers

A
7



Data Exploration Methods

/ \ Data Exploration
Summarization \ Ex
1Z ploratory
/ &Profiling Exploratory Search
/ \ Analytics /
Data-profiling / \ Entit
ntity

\ Pattern-mining . . Multi-dimensional Similarity
Structural Outlier Detection Analysis Search  pueryh Ouery Bui/qing
Summarization ge;'y ty &Suggestions
utpu.
| - Skyline queries

High Interactivity and Personalization

Medium-High Interactivity
| Requires: High-level Information Need | Requires: Detailed Sample or Query Intent

I Output: Detailed Answers

No Interaction and Personalization
Requires: No Domain Knowledge

Output: High Level Overview | Output: Overview of Specific Aspects

58 Graph Exploration
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KG Profiling

Obtain a basic understanding of the contents of a KG

2.
3.

59

How many instances? How many classes?

What's the vocabulary (predicates/attributes)
Are there big-hubs? Are there disconnected islands?

Graph Exploration
https://data-exploration.ml

Heiko Paulheim [2017]
http://ceur-ws.org/Vol-1927/paperl.pdf

Table 1: Global Properties of the Knowledge Graphs compared in this paper

DBpedia YAGO Wikidata| OpenCyc| NELL
Version 2016-04 YAGO3| 2016-08-01{2016-09-05 08m.995
# instances 9,109,890 9,130,031 17,581,152 118,125(1,974,297
# axioms 397,831,457|1,435,808,056(1,633,309,138| 2,413,894|3,402,971
avg. indegree 13.52 17.44 9.83 10.03 5.33
avg. outdegree 47.55 101.86 41.25 9.23 1.25
# classes 754 576,331 30,765 116,822 290
# relations 3,555 93,659 11,053 165 1,334
Releases biyearly > 1 year live|] > 1 year| 1-2 days




Surveys:

KG Summarization & Pattern Mining Kellou-M%neobt;reiré eettilll[[zz%%é%

Extract overall structural information

1. How are classes connected?
2. Which predicates and attributes are shared by entities of this type?
3. Whatisthe prevalence of connections across nodes with this properties?

N1
http://qstest.org/GradStud takes
N3 ,_3% wrote gcache\ _L
http://gstest.org/Professor
httpi/gstest.org/Professor | = || coursedescr
wrote

60  Graph Exploration https://link.springer.com/article/10.1007/s00778-021-007/1/-x
https://data-exploration.ml https://link.springer.com/article/10.1007/s007/78-018-0528-3



https://link.springer.com/article/10.1007/s00778-021-00717-x
https://link.springer.com/article/10.1007/s00778-018-0528-3

Data Exploration Methods

Summarization
&Profiling

Data-profiling
Pattern-mining

Structural
Summarization

No Interaction and Personalization
Requires: No Domain Knowledge |

— |

Outlier Detection

Data Exploration

Exploratory

Analytics \

Multi-dimensional

Analysis

Skyline queries

Medium-High Interactivity

Requires: High-level Information Need

H Exploratory

Search

{ Entity

Similarit \
4 Query Buildin

Search g
Query by &Suggest/ons)
Output

~

High Interactivity and Personalization
Requires: Detailed Sample or Query Intent

4
N

Output: High Level Overview
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Output: Overview of Specific Aspects

7

Output: Detailed Answers



Examples as Exploratory Methods

Are there accounts
similar to this?

62 Graph Exploration
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Examples as Exploratory Methods

Are there accounts
similar to this?

Example is always more efficacious than precept

Samuel Johnson, Rasselas (1759)

63 Graph Exploration
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Answers




Similarities are the key. ...

If we knew how similar each item is with respect to any other for each user,
we would know the answer

Are there accounts
similar to this?

64 Graph Exploration
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The Example-based problem

Given :
e e esied Anowers A (\.\7,[ Similarity relation ~ ]
a set of examples € from a universe U "% T e |
ﬁu ° o° O/,/ ° Examplesé ‘
P <o ®e o (® i
Find . o " @ 3
° 6 o, 0 N° °
asimilarity “ ~” N T
L S e 7 N )
such that

1. When € is part of the answers A (partially or totally)
2. TheanswersinA are the most similar to the examplesin £ accordingto “ ~”

What similarity “ ~ ” should we use ?
How do we identify “ ~ ” (for each user) ?

65 Graph Exploration
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Example-based methods

Universe U } ~N
o .6, © DesiredAnswersA , o ) _—{ Similarity relation ~
( @] ) Ve .‘/\.A/(/
(“1 '\‘ // ‘sz'
<O s N
O ) O o /// ~ : N l ¢
o o ) ‘ Examples &€ ’ . 7 w
¢ <o e ® | Implicit Explicit
‘ AN s ° @ | (Unknown) (Known) |
»_ @ N | Query Reverse Structural
o ”'( - N, @ ) .l Engineering Similarity
@] ~ o AN /J
@ v0 6 N ° et Rule Discovery Proximity Search
N Ve (@]
I ( N / 0
(LN N / < . .
N \2] ~7 e Relation Extraction ;
\_ © o ) \Content Matching )
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Book on Example-based methods

%E‘ MORGAN &CLAYPOOL PUBLISHERS

A
J

g Jerdeyn
Huiuiea)
auIyorN

[ Example-based approaches

Data Exploration

N
\.

Using Example-

— S Based Methods
Relational Graph T
% Chapter 2 Chapter 3 Chapter 4 ) Matteo Lissandetad
Davide Mottin
- - Themis Palpanas
Slides and Materials Yannis Velegrakis
https://data-exploration.ml/

SynTHESIS LECTURES ON DAt MANAGEMENT

H.V. Jagadigh, Series Editor
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Exemplar Queries Mottin et al. [2014,2016]
Example-driven graph search

i Nodes/Entities 1
| Edges/Facts !
i Structures i

Input: Q,, an example element of interest

Output: set of elements in the desired result set

Exemplar Query Evaluation
e evaluate Q, in adatabase D, findinga sample S
« find the set of elements A similar to S given a similarity relation

« [OPTIONAL]return only the subset AR that are relevant

Usually requires an intermediate step:

User input (keywords) — Element in the graph

68 Graph Exploration
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SEARCHING FOR

BY LOOKING AT

PRODUCES

69 Graph Exploration
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SIMILARITY for GRAPHS

[ Nodes ]

v

v

[ Structures ]

v

v

Proximity

Properties

Queries

Relationships

Mediator Nodes

[Gionisetal."15
Ruchansky et al.'15]

Clusters
[Perozziet al.14,
Kloumann et al. 14]

J

Similar Entities

[Metzger et al.13,
Sobczak et al.15]

Path Queries
[Bonifati et al.15]

SPARQOL

[Arenas et al.16]
J

Entity Tuples

[Jayaram et al.15]

Similar

Structures

[Mottin et al.'14 & 16,

Xie etal.17,

Lissandrini et al."18 &20]

.

J

Challenges: 1. Discover User Preference

2. Efficient Search



SEARCHING FOR

BY LOOKING AT

PRODUCES
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SIMILARITY for GRAPHS

[ Nodes ]

v

v

Proximity

Properties

Mediator Nodes

[Gionisetal."15
Ruchansky et al.'15]

Clusters
[Perozziet al.14,
Kloumann et al. 14]

J

Similar Entities

[Metzger et al.13,
Sobczak et al.15]

Path Queries Entity Tuples

Similar
Structures

SPAROQL

Challenges: 1. Discover User Preference

2. Efficient Search



seed set ExpanSion Kloumann and Kleinberg[2014]

Nodes connected

: S — — Given a graph G, and a set of query nodes VoCVs,
by a community

/ retrieve all other nodes Vc.EVs,
where Cis a community in G, and VoEVe.

Solution: PPR

vitl = (1 —a)M - v! + av’

Communities can be extremely large
|dentify “central nodes”

or “the core subgraph”



https://en.wikipedia.org/wiki/PageRank
SublinearAlgorithms for Personalized PageRank, with Applications - Ashish Goel et al

Traverse (Document) Networks El-Arini and Guestrin [2011]
Jia and Saule[2017]

How to navigate links and connections

Personalized Page Rank

\

C
y e Start from seed nodes, i.e.
: the documents D,

——

\_'iFg) + Navigate towards locally
‘ connected nodes

Example based Exploration
implies locality

@ 1ﬂ

Global Page Rank Personalized Page Rank

Starting from a random node, ; CHAL!-ENGE: . Starting from a limited set of nodes,

traversing randomly, random Identify meaningful transition traversing randomly,

restart point anywhere in the probabilities restart point is one in the initial set.
graph Bound not to travel too far

E.qg., EI-Arini and Guestrin [2011]

72 Graph Exploration
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SEARCHING FOR

BY LOOKING AT

PRODUCES
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// v

SIMILARITY for GRAPHS

[ Nodes ]

v

Proximity

Properties

Mediator Nodes

[Gionisetal."15
Ruchansky et al.'15]

Clusters
[Perozziet al.14,
Kloumann et al. 14]

Similar Entities

[Metzger et al.13,
Sobczak et al.15]

J

Path Queries Entity Tuples

Similar
Structures

SPAROQL



IO0BEES: Entity Search by Example Metzger et al. [2013]

Knowledge Graph Search Sobczak etal.[2015]

Model:  Knowledge Graph(Edge-labels)
Query:  Asetof EntitiesQ

Similarity: Shared semantic properties

Output: A Set of Similar Entities(ranked)

Case: Products— Products with similar aspects

Case: Social Media— User recommendation

74 Graph Exploration
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Maximal Aspect Sets Metzger et al. [2013]

Selecting Features of Entity Similarity Sobczak et al. [2015]

Is not maximal if
Adding any aspect
— E(A)={Arnold}

?x sport BodyBuilding

?X type AmericanActor

Include
Typical Types

?x type AmericanActor

?x governorOf California

1. Prune
generic ?x hasHeight 1.88m Use most
aspects Pitype Entiy | Specific Type
2. Rank ?x type AmericanActor
Set of | ?x actedIn TheExpendables REPEATABLE
Update 0

?sRechon | ?x type ActionActor |

https://data-exploration.ml




SEARCHING FOR

BY LOOKING AT

PRODUCES
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SIMILARITY for GRAPHS

Mediator Nodes

Clusters

Similar Entities

[ Structures ]

* )

* A

Queries

Relationships

Path Queries
[Bonifati et al.15]

SPARQOL

Entity Tuples
[Jayaram et al.15]
Similar
Structures

[Mottin et al.14 &16,
Xie et al.17,

[Arenas et al.16]
J

Lissandriniet al. 18 & 20]
\

J




Reverse engineering SPARQL queries Arenas et al. [2016]
Knowledge Graph Search

?
Model: Knowledge Graph(Edge-labels) ~ ~_ eXICO /7=
Query: Set of Answers — Not Graphs but Tuples (of Nodes?)

Similarity: common AND/OPT/FILTER query 0 @
o)

Output: aSPARQL query/ query results
vel vel

Ml |Mexico |Spanish

Case: Open Data—> Query Unknown Schema M2 | Haiti
M3 | Jamaica | English

Case: Novice User —> Avoid SPARQL MATCH (?X, is a, Country)
e 4
OPT (?X, has language, 7?Y)

77 Graph Exploration
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Reverse engineering SPARQL queries

Challenges and Complexity

Query: Set of Variable Mappings
’X Y ?Z
M1 | John
M2 | Mary mary@email.eu
M3 | Lucy Roses Street

((?X, email, ?Y))

[(?X, type, Person)] ?X # me

ﬁ:’r OP\

((?X, addr, ?Z))

Incomplete Mappings are

treated as OPTIONAL

78 Graph Exploration
https://data-exploration.ml

Typical of RDF queries

Arenas et al.[2016]

Enumerate all possible
SPARQL queries satisfied
by the mappings

INTRACTABLE

>.f —complete

Build tree-shaped

SPARQL queries IMPLIED
by the mappings




SIMILARITY for GRAPHS

SEARCHING FOR

BY LOOKING AT

Mediator Nodes

PRODUCES

Clusters
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Similar Entities

4
D=

[ Structures ]

* A

Queries

Relationships

Path Queries
[Bonifati et al.15]

SPARQOL

Entity Tuples
[Jayaram et al.15]
Similar
Structures

[Mottin et al.'14 & 16,
Xie et al.17,

[Arenas et al.16]
J

Lissandriniet al. 18 & 20]
\

J




Case: Rich Schema — Find complex structures

80

Graph Exemplar Queries

Search for Structures
Model: Knowledge Graph
Query: Example Structure

Similarity: [somorphism/Simulation

Output: A set of Sub-Graphs

Graph Exploration
https://data-exploration.ml

Mottin et al.[2016]

acquired \
Query: ( Google }—{ YouTube ]

vfoundedln
Menlo Park
Search Engines Business Q1
) is, isA
i IT Companies Broadcasting
activity Eeiay
1SA S isA iSA isA iSA
i B~ - U e NG e N\ - ~
‘, acquired X\ [ acquired Ny " acquired \
. [ Google }—{ YouTube ] Ly [ Yahoo! Tumblr :| ( cBs }—{Paramount] :
1 1 1
1 'founde hasWebsite : 1 foundedin :: ! founde hasWebsite :
1 1 \ / |
1 1
1{Menlo Park] ( Freebase ] (s Clara ) N ( zDNet ] |
1 : 1
‘\___ ____________ S/ \~______________A.ll\~______________A2,
in in in
\ 4 y Y
S. Mateo New York
of
USA
Knowledge
Graph



Graph Isomorphism vs. Simulation Variants
Structural Congruence/Similarity

Isomorphism requires an bijective function
Simulation requires only a parent-child edge preserving relation

Strong Simulation requires also child-parent, connectivity and limited diameter

! vV \ [ pmmmmm——— V[ pmmmmmm—n pmmm——— \ \
| (I Iy Fy 1 IT Company ' 1 Publishing !
1 1 1 ] I 1 | U e e o g o e e | e s 1
I |
! : : L L] isA i !
1 1 1 1 : 1 : fISA— — \ 1
! isA! 1 isA! | - |
| Lo isA | ! ! Microsoft Ll CBS l’ iSA 1
| (T 1 : 1 1= !
| i, investor acquired | acquired o acquired | !
: o L | 1 investor |
| | : ) ! ! Paramount |
| |
[ I I . I !
,  investor Lo 1 | investor ' I
I o I —_— e I —_ I
1 Sequou’:l_J [ 1 : [_park Capital J 1 : EnterWest I !
X —— 61, 1 G2\ ——— G3 )\ ——— G4,

Example of Simulating (G1~ {G2,63,G4}) and Strong-simulating Graphs (G1=G2)

Strong Simulation preserves close connectivity

Strong simulation: Capturing topology in graph pattern matching

81  Graph Exploration - Shuai Ma et al., 2014

https://data-exploration.ml



Help the user formulate
an Exploratory Graph Query

—

Expand User knowledge

Allow to identify complex
structures

uyama e om.ﬁmm

User knows a “starting point”
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Lissandrini et al.
[WebConf 20]

Graph-Query Suggestion

User Interaction

- Narrow the options
- Select suggestion

- Focused Expansions

83



Lissandrini et al.

Suggesting Query Expansions [WebConf ‘20]

The User Search contains satains DATABASE

! S

I A

I Ronald PreSIdent_Of US.A. : President_of
: Reagan : &

Michelle
Obama

—s

acted_in acted_in acted_in
Night Law
Into and Pollyanna
Morning Order

acted_in

Reagan

o ——
Py
o
3
o
o
e
[
=
~
<
o
D
T
c
=
o
Q
=)
--

I
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
I
JNuey

Natasha
Obama

Prodigal
Woman

-

o
)
o>
[ e |

gm
35 Q
>
(o)
~+
o
=
=1
v
o
g =
)
3
o
--—

suoisuedx

4

s

. 1
contains 1
1

4

1

We show how to apply IR approaches

to graphs queries instead of keywords

A = ——,
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Bag Model for Graphs Lissandrini et al.

[WebConf 20]
The User Search

l‘ --------------------- \‘

: Ronald President_of :

; 'l Rea;an =@ 1

DATABASE contains contains I\ "

Argenti . )
e President_of How can we exploit
President_of President_of

the document model?

The Bag-of-Labels Model
Michelle
Obama

Has_child Lives_in
Nancy
Reagan Callfornla

President_of, contains, married_with,

acted_in acted_in acted in acted_in
* married_with, acted_in, lives_in
The Night Law
Prodigal Obama Into and Pollyanna
Woman Morning Order

* (Graphs can be modeled as Bag of Words

» Describes MORE than what is in the query
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Lissandrini et al.

Pseudo Relevance Feedback for Document Search [WebConf ‘20]
Keyword Query
"W W, W3” Search “relevant” Extract “new” . Wxwy, W,
documents keywords
Expand
query
Pseudo-Relevant Set (PRS pr
Query PRS — ( ) Wi W3 W3
)El ‘ -------- Wx Wy Wz
p(1I Mg),, =[1=2) } | HM» (| Mrea)| 4 —~ — — — — — — — — — | Expanded Query
Q
Search "new”
documents
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Lissandrini et al.

Pseudo Relevance Feedback Models [WebConf ‘20]

Maximum Likelihood Estimation
Frequent)iﬂ the PRS

2 Models of Estimation

MLE & KL-Divergence pUIMra) e ~_ Y (UIMe)D(Q|Me)

GEG el ‘\
P(QIMg) o< [ieq(lIMeg)

PRS Exemplar Query
‘E ) Answers
M, 1 M
(1] Mg) ( ’\)| Ey| 2] Mrat) KL-Divergence
ﬁ(lerel)KL &
! (g log (A(IIMg))|- —— log (3(11)
o Ty |g,ez|L = =D

Frequentin the PRS Frequentin the Graph
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SIMILARITY for GRAPHS

SEARCHING FOR

BY LOOKING AT

Mediator Nodes

PRODUCES

Clusters
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Similar Entities

v
Ve

[ Structures ]

v

Queries

Relationships

Path Queries
[Bonifati et al.15]

SPARQOL

Entity Tuples
[Jayaram et al.15]
Similar
Structures

[Mottin et al.14 &16,
Xie et al.17,

Lissandriniet al. 18 & 20]

[Arenas et al.16]
J

.

J




Data Exploration Methods

Data Exploration
_ \ T

Summarization Exploratory

&Profiling Exploratory Search

/ \ Analytics /

Data-profiling / \ Entit
. b
Pattern-mining . . Multi-dimensional Sim ilaf%l{ty
Structural Outlier Detection Analysis Search gy by Ouery Building
Summarization output &Suggestions
Skyline queries

Medium-High Interactivity High Interactivity and Personalization
| Requires: High-level Information Need | Requires: Detailed Sample or Query Intent

| Output: Overview of Specific Aspects ! Output: Detailed Answers

No Interaction and Personalization
Requires: No Domain Knowledge

4
N

Output: High Level Overview

89  Graph Exploration M. Lissandrini - AAU
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Overview: Goals/Tasks/Operations/Challenges

Goals

Understand
Overall Structure
& Contents

ldentify
Relevant Relationships
& Attributes

Extract
Relevant Data
& Insights

90 Graph Exploration
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Tasks Operations

— [ Approximate Similarity ]
{ Summarlzatloj

& Profiling [ Pattern Mining ]

& Connectivity Search

Exploratory [ Progressive & Ingremental
Search Computation

|

[ Iterative Query ]

Reformulation

Exploratory
Analytics { Adaptive Storage ]

& Indexing

ChaHenges

Heterogeneity
e

Evolution
E—

Vagueness
E—

Scale




Amap of retracted papers(T1k)in PubMed(21m).
There are clear clusters and we believe its paper mill activity.

Retracted
papers
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Explore a Paper Mill activity network

https://en.wikipedia.org/wiki/Research_paper_mill

You have access to a large citation graph
with authors, papers, venues, affiliations,

years, citations.

You want to analyze retracted papers and

identify possible paper mill activities.

What model and methods do you apply?
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Mining Patterns from a Query log

You have access to the log of all SPARQL queries

submitted to a large KG DBMS.

What graph analysis approached
can you apply to this data.

Define how you would approachit.
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Can you find patterns? Communities? ,SfZ‘;;; e
What can a pattern or community tell you?

How can you use this information?
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