
Let’s Open the  
Deep Learning 

Black Box!
Jordi Vitrià 

jordi.vitria@ub.edu1



Machine  
Learning

Computer  
Vision

jordi.vitria@ub.edu 
Departament de Matemàtiques i Informàtica  

Universitat de Barcelona 

Since 2007, I am a Full Professor at the Mathematics & Computer Science Department, Universitat de 
Barcelona. Before that I spent 20 years on the faculty of the CS Department at the Universitat 
Autonoma de de Barcelona. I am the Director of the Data Science & Big Data Postgraduate Course 
and the Foundations of Data Science Master at UB. I am the leader of the DataScience@UB group, 
whose objective is to promote technology transfer.

http://datascience.barcelona/     
http://www.ub.edu/cvub/jordivitria/ 2



Some examples of our research 
(that involve deep learning methods)

end-to-end learning

deep  neural networks
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“black box” learning…



Extracting non visual attributes from 
images using CNN.

Non-visual attributes are those attributes of an image that can be inferred from visual 
information but do not have a clear correspondence on the image.

“Dog leaps to catch frisbee”

What’s in the picture?

Can you  readily infer attributes from 
these images such as ‘noisy’, ‘walkable’, 

‘healthy’, “safe”? 
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Which apartment is, a priori, more successful on Airbnb?
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Which is the expected popularity of these images?

Online photo marketplace
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Is Deep Learning Overhyped?

7



1. What is Deep Learning? 

2. What are the main applications of Deep Learning? 

3. What are the main limitations of Deep Learning? 

4. How to build deep learning models?

Deep Learning is not magic.

or how to train large and highly complex models with 
deeply cascaded nonlinearities by using automatic 
differentiation and several tricks.

computer vision, natural language, speech, 
recommenders, time series, etc.

Objectives

8



Why Deep Learning?
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In 1943, neurophysiologist Warren McCulloch and 
mathematician Walter Pitts wrote a paper on how neurons 
might work. In order to describe how neurons in the brain 
might work, they modeled a simple neural network using 
electrical circuits. 

In 1949, Donald Hebb wrote The Organization of Behavior, a 
work which pointed out the fact that neural pathways are 
strengthened each time they are used, a concept 
fundamentally essential to the ways in which humans learn. If 

between them is enhanced. 

In 1957 Frank Rosenblatt attempted to build a kind of 
mechanical brain called the Perceptron, which was billed as 
“a machine which senses, recognizes, remembers, and 
responds like the human mind”.

History
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In 1962, Widrow & Hoff developed a learning 
procedure that examines the value before the weight 
adjusts it (i.e. 0 or 1) according to the rule: Weight 
Change = (Pre-Weight line value) * (Error / (Number 
of Inputs)). It is based on the idea that while one 
active perceptron may have a big error, one can 
adjust the weight values to distribute it across the 
network, or at least to adjacent perceptrons.  

A critical book written in 1969 by Marvin Minsky 
and his collaborator Seymour Papert showed that 
Rosenblatt’s original system was painfully limited, 
literally blind to some simple logical functions like 
“exclusive-or” (As in, you can have the cake or the 
pie, but not both). What had become known as the 
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First neural network winter is coming



 of Caltech 
presented a paper to the National Academy of Sciences. His approach 
was to create more useful machines by using bidirectional lines. 
Previously, the connections between neurons was only one way.  

In 1986, the problem was how to extend the Widrow-Hoff rule to 
multiple layers. Three independent groups of researchers, which 
included David E. Rumelhart, Geoffrey E. Hinton and Ronald J. 
Williams, came up with similar ideas which are now called back-
propagation networks because it distributes pattern recognition 
errors throughout the network. 

From 1986 to mid 90’s new developments arised: convolutional 
neural networks (Y.LeCun), unsupervised learning (Y.Bengio), RBM 
(G.Hinton), etc. But, by this point new machine learning methods 
had begun to also emerge, and people were again beginning to be 
skeptical of neural nets since they seemed so intuition-based and 
since computers were still barely able to meet their computational 
needs.
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Second neural network winter is coming
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With the ascent of Support Vector Machines and the failure of 
backpropagation, the early 2000s were a dark time for neural net 
research. 

Then, what every researcher must dream of actually happened: 
G.Hinton, S.Osindero, and Y.W.Teh published a paper in 2006 that 

rekindle interest in neural nets: A fast learning algorithm for deep 
belief nets. 

After that, following Moore’s law, computers got dozens of times 
faster (GPUs) since the slow days of the 90s, making learning with 
large datasets and many layers much more tractable. 
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GPU democratization

Thank you NVIDIA!
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Neural Networks (NN) is a beautiful biologically-
inspired programming paradigm which enables a 
computer to learn from observational data. 

Deep Learning (DL) is a powerful set of 
techniques (and tricks) for learning in deep neural 
networks. 

NN and DL currently provide the best solutions to 
many problems in image recognition, speech 
recognition, and natural language processing.
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Deep Learning

Architectures 

)

Automatic 
Differentiation

GPUs

Big Data

SGD + Training 
Tricks

Cheap  
Labeling

Keras

-mode

Recurrent
CNN

VAE

GANImageNet

20

Rich Deep 
Learning 

Ecosystem
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Optimization and Automatic Differentiation 

Programming a Neural Network 

Design and Train a Deep Model

Our objectives
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Approach 

We will illustrate all contents with Jupyter notebooks, a web 
application that allows you to create and share documents that 
contain live code, equations, visualizations and explanatory 
text.



23

Approach 

We will use a Docker Container. 

Docker provides the ability to build a runtime environment that not only 
remains isolated from other running containers, but also can be deployed to 
multiple locations in a repeatable way.  Docker also uses a text document — a 

meet our need to document the build environment.  Finally, Docker's runtime 
options enable us to attach GPU devices when deploying on remote servers.



Training data: a set of (x(m)
, y

(m)) pairs.
Learn a function fw : x ! y to predict on new inputs x.

1. Choose a model function family fw.

2. Optimize parameters w.

The problem: machine learning
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f(x) = (wT · x+ b)

Dot  

Weights Bias

Function
(x) = 1

(1+ex)

Parameters

ReLU 
Function

(x) = max(0, x)
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w1
w2

w3

1

f(x) = (wT · x+ b)
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Input Layer 
(x1, x2, x3, x4)

Hidden Layer 
(h1, h2, h3, h4, h5, h6 h7)

Output Layer 
(y1, y2)

Weights W1

Weights W0

x1

h1

1

W

0
1,1

W

1
1,1 yi = (
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hi = (
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Trainable classifier

Hand-engineered 
features

Raw Data

Trainable classifier 
+ 

Trainable features

Raw Data

DEEP LEARNINGSTANDARD MACHINE  
LEARNING

DECISIONDECISION

28 28



Automatic Differentiation
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Each layer is a function, acting on the output of a 
previous layer. As a whole, the network is a chain of 
composed functions. This chain of composed functions 
is optimized to perform a task.

Architectures
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CNN + RNN 
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Face recognition.
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Bicubic

43



Automatic Image Captioning
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Music Generation
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Reinforcement learning.
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Go
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Hands On!

Open a terminal window

Go to the working  
directory of your choice
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Hands On!

Start your docker image

and go with your default browser to 

localhost:8888

Copy/paste this URL into your browser when you connect for the first time, to login with a token: 
http://localhost:8888/?token=defbc4266e1de04bde6055ed0c0832c6e803c0efdbf74960

The fist time you connect you will get this message:
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We can start to code!
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https://github.com/DeepLearningUB/EBISS2017

git	clone	https://github.com/DeepLearningUB/EBISS2017


