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Pattern Mining



What is Pattern Mining?

What are the main principles?

What are the recent trends?Outline



What is Pattern Mining?



*SIGMOD Conference 1993

20 years ago…



*Discovering all relevant association rules

New problem



*Enumerating all frequent itemsets

New solution



*Source: mic.com
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Troubled romantic + Rich

(supp = 0.4)

*Itemset
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Troubled romanticRich

(supp = 0.4 / conf = 0.5)

*Association rule
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Troubled romanticRich

(supp = 0.4 / conf = 0.5)

Troubled romanticDies

(supp = 0.6 / conf = 0.75)
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*Minimal frequency threshold = 1
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*Minimal frequency threshold = 3
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Exact solution

Exhaustive search

Speed of answer

*The footprint of databases

Pattern Mining vs Artificial Intelligence

Approximate solution

Heuristic search

Quality of solution



Exact solution

Exhaustive search

Speed of answer

*The footprint of databases

Pattern Mining vs Artificial Intelligence

Approximate solution

Heuristic search

Quality of solution



“ I’m a database person, so my view of data 
mining has been that it is essentially a richer 
form of querying.”

*The footprint of databases

Rakesh
Agrawal



Impact of this
seminal paper?



*Dozens of references

Classical survey 45 references55 references



*Dozens of references

Classical survey



*Thousands of references

Bibliometric
survey



*Data mining conferences ranked A

KDD
1994

PAKDD
PKDD
1997

ICDM
SDM
2001

1993

Materials



*Not consider VLDB, CIKM, ICDE,… 

KDD
1994

PAKDD
PKDD
1997

ICDM
SDM
2001Materials

[Agrawal and Srikant, 1994]



*Not consider DMKD, TKDE, KAIS,… 

KDD
1994

PAKDD
PKDD
1997

ICDM
SDM
2001Materials

[Manila and Toivonen, 1997]



KDD : 1,905 since 1995

PKDD : 1,295 since 1997

PAKDD : 1,277 since 1998

ICDM : 1,598 since 2001

SDM : 813 since 2002

*6,888 publications from DBLP (1995-2012)

Materials
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*Titles only



Fuzzy limit

*Discovery and use

Pattern or not?



Keyword filtering for selecting good 
candidate papers

Manual filtering for removing False Positive

*Semi-automated topic assignment

Pattern or not?



Language

Constraint

Condensed Representation

*Dimensions of Pattern Mining

Pattern or not?



pattern, item, sequence, rule, tree, graph, string, 
stream, subgroup…

support (no Vector Machine), frequent, 
monotone…

free, generator, closed, condensed, concise

*Keywords of Pattern Mining

Pattern or not?



Keyword filtering 1,732

Manual filtering 1,087
(148 consulted abstracts)

*5% of False Negative, around 258 papers

Pattern or not?



*PM is a true subfield of KDD

1/5th of authors and 
1/6th of KDD 
publications

Other
papers; 

5801

PM; 
1087

Other authors; 
7579

PM; 1789
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The slowdown of 
Pattern Mining

Other
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What are the main principles of Pattern Mining?





Language

Constraint

Condensed 
Representation (CR)

*Levelwise Search and Borders of Theories in Knowledge Discovery
[Manila and Toivonen, 1997]

Typology of 
publications



*Do you remember?

Language?





*Do you remember?

Language?





*Do you remember?

Language?





8 itemsets

∅,A, B, C, AB, AC, BC,ABC

80 sequential patterns

∅,<A>,< AA>, <AAA>, <AAB>, <AAC>, …

238 subgraphs patterns

∅,A,AA,A-A,AAA,A-AA,A-A-A,…

*Pattern explosion

Language
sophistication with

3 items and 3 as 
maximal length



Pattern explosion

Pattern matching

Subgraph isomorphism checking

Computational
challenges of 

language
sophistication



Pattern explosion

Pattern matching*

Subgraph isomorphism checking

*Does a database entry contain a pattern?

Computational
challenges of 

language
sophistication



Pattern explosion

Pattern matching

Subgraph isomorphism checking*

*Does a graph contain a subgraph isomorphic to another graph?

Computational
challenges of 

language
sophistication



itemset, set
rule, association
sequence, episode, string, stream, protein, periodic, 
temporal
graph, molecular, structure, network
tree, xml
spatial, spatio-temporal
relational

*Semi-automated topic assignment

Keywords about 
language



rule
32%

itemset
31%

sequence
17%

graph
10%

tree
4%

spatial
3%

generic
2%

relational
1%

*Only 18 papers with generic language

Itemsets or rules for
63% of publications
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*Next language: spatio-temporal patterns?

?

Sophistication and 
marginalization of 

languages
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Uncertain data
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*Uncertain, dynamic, massive, heterogeneous data

Next challenge:
complex data



*How to reduce the number of patterns?

Pattern explosion of 
frequent patterns 

(even with itemsets)



Constraint
Focusing on the most useful
patterns for the data expert

Condensed Representation
Removing all redundant
patterns

*Useful Patterns (UP’10) ACM SIGKDD Workshop

Two strategies
against pattern 

explosion [Vreeken et al., 2010]



*Do you remember, again?

Constraint?





*Do you remember, again?

Constraint?





*Do you remember, again?

Constraint?





Troubled romanticRich

(conf = 0.5)

Troubled romanticDies

(conf = 0.75)
Interest of 

constraints

Rich Dies
Troubled
Romantic

Hidding
Secret



Troubled romanticRich

(conf = 0.5 / lift = 0,8)

Troubled romanticDies

(conf = 0.75 / lift = 0,6)
Interest of 

constraints

Rich Dies
Troubled
Romantic

Hidding
Secret



𝑓𝑟𝑒𝑞 𝑋 ≥ 𝑚𝑖𝑛𝑓𝑟𝑒𝑞

*How to prune the search space for frequency?

Challenge of 
constraints
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*How to prune the search space for frequency?
Easy due to the downard closure

Challenge of 
constraints

C D

AC

A B

ABC ABD ACD BCD

AB BC BD AD CD

ABCD

Ø

𝑓𝑟𝑒𝑞 𝑋 ≥ 𝑚𝑖𝑛𝑓𝑟𝑒𝑞



*How to prune the search space for area?

Challenge of 
constraints

C D
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A B

ABC ABD ACD BCD

AB BC BD AD CD

ABCD

Ø

𝑓𝑟𝑒𝑞 𝑋 × |𝑋| ≥ 𝑚𝑖𝑛𝑎𝑟𝑒𝑎



*How to prune the search space for area?
Relax the area constraint by 𝑓𝑟𝑒𝑞 𝑋 × 4 ≥ 𝑚𝑖𝑛𝑎𝑟𝑒𝑎

Challenge of 
constraints

C D

AC

A B

ABC ABD ACD BCD

AB BC BD AD CD

ABCD

Ø

𝑓𝑟𝑒𝑞 𝑋 × |𝑋| ≥ 𝑚𝑖𝑛𝑎𝑟𝑒𝑎



regularity, frequent, support

contrast, emerging, discriminative

exception, abnormal, surprising, anomaly, unexpected

utility

significant, chi-square, correlated

interesting, relevant

generic, monotone, anti-monone, constrained

*Semi-automated assignment topic

Keywords about 
constraints



regularity
49%

contrast
13%

significant
11%

interesting
9%

constraint
8%

exception
6%

utility
4%

*Speed preferred to quality

Frequent patterns in
49% of publications
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*Only 42 papers with generic constraints

Progress of 
contrastive and 

significant patterns



“we need work to bring in some notion of 
‘here is my idea of what is interesting,’ and 
pruning the generated rules

based on that input.”

Piatetsky-Shapiro
Agrawal
2003

Han et al.
2007Interestingness



The Grand Challenges Today

“A General Theory of Interestingness. What
makes this rule, pattern more interesting
than another?”

Piatetsky-Shapiro
Agrawal
2003

Han et al.
2007Interestingness



“it is still not clear what kind of 
patterns will give us satisfactory 
pattern sets in both compactness and 
representative quality”

Piatetsky-Shapiro
Agrawal
2003

Han et al.
2007Interestingness



1993

*Quality of solution more important than speed of answer

now*



*Do you remember, again and again?



Condensed 
representations



*Do you remember, again and again?

Condensed 
representations





2 patterns with minfreq = 2

*larger frequent patterns w.r.t inclusion

Maximal patterns
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Ø



7 patterns with minfreq = 2

*maximal patterns of equivalence classes

Closed patterns
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7 patterns with minfreq = 2

*minimal patterns of equivalence classes

Free patterns

C D

AC
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ABC ABD ACD BCD

AB BC BD AD CD
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Ø



Non-derivable
itemsets
2002

K-free itemsets
2003

More condensed
representations

[Calders and Goethals, 2002] [Calders and Goethals, 2003]



closed

border, maximal, minimal

free, generator, non-derivable

*Semi-automated topic assignment

Keywords about 
condensed

representations



closed
60%

border
20%

free
13%

concision
7%

*Why this success?

Closed patterns in
60% of CR
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*Pattern-based models instead of CRs

2005-2008:
Activity peak of CRs
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*Two-phases: pattern extraction & model construction 

CBA
1998

Pattern-based
classifiers



*Two-phases: pattern extraction & model construction 

Krimp
2006

The Chosen Few
MINI
2007

Pattern-based
models

[Vreeken et al., 2006]

[Bringmann and Zimmermann, 2007]

[Gallo et al., 2007]



*Sampling

MUSK
2009

Local pattern 
sampling
2011

Pattern-based
models

[Hasam and Zaki, 2009] [Boley et al., 2011]



“Please, please stop making new algorithms for 
mining all patterns” 

Toon Calders

Useful Patterns 
ACM SIGKDD 
Workshop
2010

ECMLPKDD most-
influential paper award
2012Stop completeness!



1993

*Aprroximate solution and Heuristic search!

now*



What are the recent trends of Pattern Mining?



*Recent keywords of Pattern Mining

New trends



*Complex data

New trends



*From speed to quality

New trends



*Focusing on the best patterns

Top-k frequent patterns
2000

Skypatterns
2011

Pattern mining as 
an optimization

problem

Optimal patterns
Dominance programming
2015

[Fu et al., 2000] [Soulet et al., 2011] [Urgate et al., 2015]



*Finding the k patterns maximizing an interestingness measure

Top-k pattern 
mining
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*Finding the 3 most frequent patterns: Ø (5), A (4), C (4)

Top-k pattern 
mining
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*Finding the 3 most frequent patterns: Ø (5), A (4), C (4)
**Easy due to anti-monotone property of frequency

Top-k pattern 
mining
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AB BC BD AD CD

ABCD

Ø



*Finding the 3 patterns maximizing area: AC (6), BC (6), ABC (6)
**Branch&Bound method

Top-k pattern 
mining

C D

AC

A B

ABC ABD ACD BCD

AB BC BD AD CD

ABCD

Ø



Compact

Threshold free

Best patterns

Not fast*

No diversity

*Exact resolution is costly / sometimes heuristic search (beam seacrh)

Top-k pattern 
mining



Compact

Threshold free

Best patterns

Not fast

No diversity*

*Diversity issue: top-k patterns often very similar

Top-k pattern 
mining



Pattern Freq. Area

Ø 5 0

A 4 4

C 4 4

AC 3 6

BC 3 6

AD 2 4

ABC 2 6

ABCD 1 4

*How to find a trade-off between several criteria?

Skyline pattern 
mining

Top frequent

Top area



Pattern Freq. Area

Ø 5 0

A 4 4

C 4 4

AC 3 6

BC 3 6

AD 2 4

ABC 2 6

ABCD 1 4
Skyline pattern 

mining

Ø

ABCD
A, C

AC, BCABC

AD

Area

Freq.



Pattern Freq. Area

Ø 5 0

A 4 4

C 4 4

AC 3 6

BC 3 6

AD 2 4

ABC 2 6

ABCD 1 4

*Dominated space

Skyline pattern 
mining

Ø

ABCD
A, C

AC, BCABC

AD

Area

Freq.



Pattern Freq. Area

Ø 5 0

A 4 4

C 4 4

AC 3 6

BC 3 6

AD 2 4

ABC 2 6

ABCD 1 4

*Skypatterns = non-dominated patterns

Skyline pattern 
mining

Ø

A, C

AC, BCArea

Freq.

Top frequent

Top area



Pattern Freq. Area

Ø 5 0

A 4 4

C 4 4

AC 3 6

BC 3 6

AD 2 4

ABC 2 6

ABCD 1 4

*Skypatterns are closed patterns

Skyline pattern 
mining

C D
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A B

ABC ABD ACD BCD

AB BC BD AD CD

ABCD

Ø



Maximal patterns

Closed patterns

Top-k patterns

Skypatterns

*A pattern is optimal if it is not dominated by another.

Dominance 
programming for 
optimal patterns



Maximal patterns*

Closed patterns

Top-k patterns

Skypatterns

*Dominance relation = inclusion

Dominance 
programming for 
optimal patterns



Maximal patterns

Closed patterns*

Top-k patterns

Skypatterns

*Dominance relation = inclusion at same frequency

Dominance 
programming for 
optimal patterns



Maximal patterns

Closed patterns

Top-k patterns*

Skypatterns

*Dominance relation = order induced by the interestingness measure

Dominance 
programming for 
optimal patterns



Maximal patterns

Closed patterns

Top-k patterns

Skypatterns*

*Dominance relation = Pareto domination

Dominance 
programming for 
optimal patterns



Dominance 
programming for 
optimal patterns

Closed patterns

Maximal 
patterns

Skypatterns

Top-k
patterns



*From exhaustive collection to models

New trends



*Sampling

MUSK
2009

Local pattern sampling
2011Pattern sampling



*Picking k patterns randomly with a probability proportional to an 
interestingness measure

Pattern sampling

Pattern A (freq = 4) 
has twice more 
chance to be drawn
than pattern D 
(freq = 2)

C D

AC

A B

ABC ABD ACD BCD

AB BC BD AD CD

ABCD

Ø



Stochastic methods [Hasan and Zaki, 2009]

Random walk on lattice

Two-step direct method [Boley et al., 2011]

Pick a transaction + pick an itemset of this
transaction

*Two main families of methods

Pattern sampling



Stochastic methods [Hasan and Zaki, 2009]

Random walk on lattice

Two-step direct method [Boley et al., 2011]*

Pick a transaction + pick an itemset of this
transaction

*More uniform

Pattern sampling



Ø, A, C, AC

Ø, A, D, AD

Ø, A, B, C, AB, AC, BC, ABC

Ø, B, C, BC

Ø, A, B, C, D, AB, AC, AD, BC, BD, 
CD, ABC, ABD, ACD, BCD, ABCD

*Consider all itemsets contain in each transaction

Direct pattern 
sampling

[Boley et al., 2011]



Pattern A (freq = 4) 
appears twice more 
than pattern D 
(freq = 2)

Ø, A, C, AC

Ø, A, D, AD

Ø, A, B, C, AB, AC, BC, ABC

Ø, B, C, BC

Ø, A, B, C, D, AB, AC, AD, BC, BD, 

CD, ABC, ABD, ACD, BCD, ABCD

*Consider all itemsets contain in each transaction

Direct pattern 
sampling

[Boley et al., 2011]



Pattern A (freq = 4) 
has twice more 
chance to be drawn
than pattern D 
(freq = 2)

4 Ø, A, C, AC

4 Ø, A, D, AD

8 Ø, A, B, C, AB, AC, BC, ABC

4 Ø, B, C, BC

16 Ø, A, B, C, D, AB, AC, AD, BC, BD, 

CD, ABC, ABD, ACD, BCD, ABCD

*Count the number of itemsets

Direct pattern 
sampling

[Boley et al., 2011]



Pattern A (freq = 4) 
has twice more 
chance to be drawn
than pattern D 
(freq = 2)

1/9 Ø, A, C, AC

1/9 Ø, A, D, AD

2/9 Ø, A, B, C, AB, AC, BC, ABC

1/9 Ø, B, C, BC

4/9
Ø, A, B, C, D, AB, AC, AD, BC, BD, 

CD, ABC, ABD, ACD, BCD, ABCD

*Normalize

Direct pattern 
sampling

[Boley et al., 2011]



Pattern A (freq = 4) 
has twice more 
chance to be drawn
than pattern D 
(freq = 2)

1/9 Ø, A, C, AC

1/9 Ø, A, D, AD

2/9 Ø, A, B, C, AB, AC, BC, ABC

1/9 Ø, B, C, BC

4/9
Ø, A, B, C, D, AB, AC, AD, BC, BD, 

CD, ABC, ABD, ACD, BCD, ABCD

*Pick a transaction proportionally to the distribution
**Pick uniformly an itemset within this transaction

Direct pattern 
sampling

[Boley et al., 2011]



Compact

Threshold free

Diversity

Very fast

Patterns far from
optimality

Pattern sampling



Constraint based
pattern mining

*No algorithm specification

Ease of use



Constraint based
pattern mining

Optimal pattern mining*

Pattern sampling*

*No user-specified threshold

Ease of use



Constraint based
pattern mining

Optimal pattern mining

Pattern sampling

Interactive 
pattern mining*

*No user-specified measure

Ease of use



Mine

InteractLearn

Interactive data 
exploration using

pattern mining
[van Leeuwen 2014]



Mine

InteractLearn

Interactive data 
exploration using

pattern mining
[van Leeuwen 2014]

Candidate patterns

User’s feedback

Feedback integration



Mine

InteractLearn

*Active learning vs useful pattern mining

Interactive data 
exploration using

pattern mining
[van Leeuwen 2014]

Candidate patterns*

User’s feedback

Feedback integration



Mine

InteractLearn

*Explicit feedback vs implicit feedback

Interactive data 
exploration using

pattern mining
[van Leeuwen 2014]

Candidate patterns

User’s feedback*

Feedback integration



Mine

InteractLearn

*How to upate the target of the mining method?

Interactive data 
exploration using

pattern mining
[van Leeuwen 2014]

Candidate patterns

User’s feedback

Feedback integration*



Discovering Interesting Patterns Through User’s
Interactive Feedback [Xin et al., 2006]*

Interactive Pattern Mining on Hidden Data: A Sampling-
based Solution [Bhuiyan et al., 2012] **

Active Preference Learning for Ranking Patterns [Dzyuba
et al., 2013] **

*Offline mining of all frequent patterns
**Online mining by integrating preferences

Mining step?



Discovering Interesting Patterns Through User’s
Interactive Feedback [Xin et al., 2006]

Interactive Pattern Mining on Hidden Data: A Sampling-
based Solution [Bhuiyan et al., 2012] *

Active Preference Learning for Ranking Patterns [Dzyuba
et al., 2013] **

*Pattern sampling
**Optimal pattern mining via beam search

Mining step?



Optimal pattern 
mining

Pattern 
sampling

Mining step?



Discovering Interesting Patterns Through User’s
Interactive Feedback [Xin et al., 2006]*

Interactive Pattern Mining on Hidden Data: A Sampling-
based Solution [Bhuiyan et al., 2012]**

Active Preference Learning for Ranking Patterns [Dzyuba
et al., 2013]*

*Ranking over all patterns = learning to rank problem
**Weight on items

Learning step?



Declarative pattern 
mining
Early 2010s

Interactive pattern 
mining
Now

Exploratory analysis era

Frequent pattern mining
1990s

Constraint-based
pattern mining
2000s

Optimal pattern 
mining
Early 2010s

*Faster, better, easier

Conclusion

Retrieval era

Performance issue*

The more, the better

Data-driven

Quality issue

The less, the better

User-driven
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Conclusion
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Declarative pattern 
mining
Early 2010s

Interactive pattern 
mining
Now

Exploratory analysis era

Frequent pattern mining
1990s

Constraint-based
pattern mining
2000s

Optimal pattern 
mining
Early 2010s

*Faster, better, easier

Conclusion

Retrieval era

Performance issue

The more, the better

Data-driven

Quality issue

The less, the better*

User-driven*
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