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{Geo} Information Visualization,
basic principles

Interactive Maps and Multiple Coordinated Views
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Maps: not only for orientation!

People live in geographical space.
Most of people’s decisions and actions depend on

B where the things are;

B how are their locations related.

Maps allow people to perceive the space beyond the directly observable
extent.

A map serves as a model of reality and helps to detect patterns existing in the
reality

\
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Example: Dr. John Snow’s discovery

Yards 208
i o _

€3 0 54
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« Pessis from cholere > Map of locations of deaths
" from cholera

London, September 1854

infected
water

pump
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Interactive maps

Interactive maps can change in response to user’s actions

Many interactive maps are available on the Web, e.g. street maps, tourist maps,
election maps, ...

Interaction techniques are used to

B compensate for the display deficiencies, e.g. limited size (zoom and pan,
showing additional information related to mouse position, ...)

B increase the display expressiveness

B enable more sophisticated analyses

\
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Typical interactive operations

Select information layers, e.g. on a tourist map: accommodation, museums,
restaurants, nightlife

Select time moments or intervals in displays of time-related information, e.g.
election year

Change the spatial scale, e.g. states or counties

Change the theme, e.g. president elections or governor elections, absolute
values or differences in comparison to the previous time

Choose the visualization method, e.g. area painting or proportional symbols

\
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Examples of analytical interactions
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Removing Outliers (1)
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Removing Outliers (2)
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Object Comparison

The diverging colour scale allows
us to compare an object with all

others:
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Pattern Investigation (1)
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Pattern Investigation (2)
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Focusing and Visual Comparison on Other Map
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Piechart Map

Applicable to several “Pie” size is proportional to the
attributes that together give total (sum of the attribute values)
some meaningful WhOIe EAd Representation rmethod: Pies i " 2

Census data
" total emploved in agriculture 1991
" total emploved in industry 1991
" total employed in services 1991 i

Here the population is
very small in comparison
to the large cities.
Therefore, the pies are
too small to be seen

However, the
map often
looks like this:

\
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iameter propdrional to sum

Piechart Map: Focusing
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In districts with much At this stage, In districts with little

population people work in the agricultural  population considerable
industry (magenta) and part (green) proportion of people
services ( )- becomes visible works in agriculture, but
Northwest: more industry & still prevall
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Why to Use Multiple Views?
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% pop. no primary schoi

% pop. with high school

Parallel coordinates: object
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Display Linking by Highlighting

€ Portugal census 1981 and 1991 =] 3 |[E25 Graphical analysis tools

File Display Calculste Tools Options  Help =lmalE m

Farallel coordinates 1
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B[] [L] Administrative
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Display Linking by Selection

Selection (durable highlighting) does not disappear after the mouse is moved
away. One or more objects may be selected e.g. by mouse-clicking on them.
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Using Display Linking (1)

Let us examine

characteristics of

districts in this
el Bl [

>

)

2
Y
‘\'

rhzns 1981 and 14591

Enclose the

areain a between

The values of this
attribute are split in two
groups with a gap

The characteristics in
terms of the upper 4
attributes are rather
coherent

) Fr— incfividu The ValueS
of this
attribute

greatly vary

Two distinct
clusters in the
value space of
these two
attriibutes

MY: % pop|no primary school education 1991
% 0-14 years » 01 G141 SWTE
o ﬂb i
€
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-

[.647
=]
o e °
o

3786

% 15-24 years

% 25-64 years

et 5
[ [ ]

T3 733

0.23 61.41
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w Arithmetic transformation

% employed in agri, JL
Intervals: |10

A ¥ | commonl values
-
55.0

% emploved in sen

% empldyed in indy
n.oo

porder

P AN
The districts fit in the
left half of the
histogram, mostly in
bars 1 and 4

L]
3786

frame
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Using Display Linking (2)

Let us look at the i 4

districts with high %
employed in industry:

The districts
form 3
spatial

R
clusters \

The districts have average or‘
high proportions of children and
young

% employed in semvic SEIGCt h |g h
values by
% employed in indus draW| ng a fl’ame

drag to rearder

MY % pop. no primary school education 1991

% 0-14 years 1 073 B1.41 SR
i . - 0.647
37 .86 L 37 .86
o b [Yg
T
[ . o
% 15-24 years o Y o 0| o
o % o | 9
[ = %, °
b % o
o
% 25-64 years - o
T3 7.33
023 61.41

# % employed in agriculture 1981

% B5 Or more years

w Arithrmetic transformation

% emploved i agricu

ot LOW proportionséc — L
agricultural workers and Population change:
people without primary mostly between —0.1%

~ school education = and 12.4%

—_
P
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Using Display Linking (3)

Click on the
Let us look at the districts with the highest population rightmost bars in the
growth: histogram
. A Bl i .‘ 4%0_1”86”8 ;Y:%p;;:;gnuprimawschooleducation199161.41 gg{“‘?
The ;;r;é%i:i‘%‘t“ % 15-24 years oo oo'oﬁ b 3? 3
Ly iy o oot %
dlSthCtS :\‘ﬁ"%'é}l“',h! _%? ‘: o )
form som LAl % 2564 yoars S s
- ’)*g“"#" 7 A e 7.33
Spat|a| n&%ﬁt‘ il '@3—{’, . 51__41
[y f“m - ¥ % employed fn agriculture 1891
CI USte rS gﬂ)‘ ;T!bg b | K % B5 or more years VArTfh?n it transformation
"%‘i:“ ‘ﬁi‘. - - > ) 1ge fram
&,“E"‘“ ‘(ﬁ“.‘.’ _--" 195 2
sy ’j&i’ﬂ" ’ f - - values
”*ﬁaﬁ# employed in agricy
i»'-- T B4 B4.0
‘;‘& % employed in service
i
&{%ﬁ % employed in indust | -
ensus 1961 and 1991 Y y I [individual Min and Max — | -31.30 31.11H
The districts have average or The proportions of agricultural workers
high proportions of children and and people without primary SChO(_)I
young and low proportions of education are mostly low, but there is
old people an outlier
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Dynamic Query

Dynamic query allows us to set constraints on attribute values

The maximum limit can
be also explicitly given

Limits the maximum value

B o/=E= =
Dynarnic Query for Census data ﬂ

11.13 % 0-14 years . 275 / 4 64.4% 177 from 275 ~
EE — oﬁa | | [moo 7 —

40.25 % 25-64 years 55.99 100.0% : 275 from 275

|4|:|_25 ; T A |55_|:||:| | >_
-3 E':’: pop. change from 1931 EIII 1991 3111 25 F% - 98 frorm 275
|o.00 i MEIRF: I |

16.7% 46 from 2745

_/
[~ Filter out missing values  Clear all filters | [¥" Display statistics [ Dynamic update
E‘\ A |Limits the minimum value =l
\ Query results -» Qualitative atiribute |
The minimum limit Statistics of
can be also explicitly constraint
given satisfaction
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Dynamic Query in Action (1)

Sl % Query condition: % 0-14

Cwnamic Query fo ats

11.13 275 4 B44%:177from 275
L i )| ——— Y€ArS MUSE be below 20
40.25 b 25-B4 years 54.99 i 100.0% - 275 fram 275
[40.25 ':_J,‘ |56 00 |
-31.3 Eb pop. change from 15817 to 1991 2111 100.0% : 275 from 275

|-31.3U ’!:_mj:!‘ |31.12 |

G4.4% 177 from 275

I_ Filter out missing values Clear all filters | |7 Di" . 3
Add atiributes | [Remove at '

W' % pop.with high school education 1891

4
p % female amang 4 2012 a5 A7 CEATY
L 0615

13.83 Lo 13.83
Y
Guery results -= Qualitative att > qjeé
% female among
1.29 =48 I 1.29
2012 8557

H % employed in services 1991

% unemployed in w Arithrmetic transformation

Query result: the .

Walue freq n[%female  fahEs

objects that do not
satisfy the R Toco
condition has been

removed from all

c _ X
d |Sp | ayS 1.and 1991 alignment:  [individual Min and Max =l 36.78 84.51
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Dynamic Query in Action (2)

B o|=|EE )3

Dynamic Query for Census data

A second query condition
added: % 25-64 years must be
between 45 and 65

x 177 objects (64%) satisfy the 15t

1113 Jo 0-14 years . . 275 4 B44% 177 from 275 o
[11.12 A —— | 2000 {: ———— condition
4025 % I5-Bdyears , 9489 82.9% @ 228 from 275 g .
[+5.00 S\ [85.00 s 228 objects (83%) satisfy the 2nd
—
313 26 pop. change frorm 1921 to 1991 [}, 3119 100.0% : 275 frorm 275 COﬂdI'[IOI’\
[-31.30 NETRF |
50.3% 163 rom 275 163 objects (59%) satisfy both
I 0 OnC
. — conditions
[ Filter out missing values  Clear all filters | [¥ Disp y| % ferale among # 2012 85 57 COLY)
0.804
Add attributes | IRemDve attrity f 13.83 o 13.83

Gilery results -= Gualitative attrib

Query result
changed: the objects
that do not satisfy

% fernale among

1.29

85.57
% emploved in services 1891

% unemplayed in w Arithrmetic transformation

Walue frequ
among une
A | ¥ | Common
b 4
56 56.0

Intervals: |10

% pop. with high ¢

both conditions has N
been removed from
a” dlsplays 1and 1991 Alignment: [Individual Min and Max =l 36.78 8451
'
S CITY UNIVERSITY  ZZ Fraunhofer

1AIS

J.. LONDON



Dynamic Query in Action (3)

B o|=|EE 3

Dynamic Query for Census data

One more query condition
added: % pop. change from

. 1981 to 1991 must be positive

1113 360-143*96"8 . 275 4 B44%:177from 275
I 00
[11.13 T T [20.00 ':
4025 % 25-Bdyears 55.99 82.9% : 228 from 275 . .
[+5.00 S —— | [55.00 S 98 objects (36%) satisfy the 3rd
-31.3 % pop.change from 1851 to 15891 31.11 35 6% - 88 from 275 / condition
ID.DD m:" |31.12 |
% 16.0% - 44 from 275 44 objects (16%) satisfy all 3
_— T o
conditions
F | .
[ Filter out missing values  Clear all filters | ¥ Display s I T Y termaleamongdl 401y e COLN:
: 2l 0634
Add attributes | IRemD\fe attributes f 13.83 0} 13.83
D/é
Query results -= Qualitative attribute | [} ,oov i
% fernale among L] ol i
1.29 F 1.29
2012 85.57

Now the objects that do

% employved in services 1991

% unemployed in w Arithrmetic transformation

WValue freguency h
among u

A

Intervals: |10

not satisfy all 3
conditions has been
removed from all ) J __lllI-_
displays
o e
g5, CITY UNIVERSITY ZZ Fraunhofer
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Propagation of Object Classes

4 Intervals: |1D A |' | commaon|  values |
M % female amo

Al % pop. with high school education 1991
| Y 1
129 |3.505.00 13.83
Automatic classification |

Object classes

(e.g. defined on a
map)

can be propagated to
other displays

¥ Broadcast classification

Add to table

‘Manipulate

n % employed in agriculture 1991 ﬂ
k. 4
42.0

% female amo

% unemployec

% 0-14 years

% 15-24 ypars Y. % poap. change fram 1981 ta 19591

6.70 3520 CHTT
-[.672
KA 311
% 25-64 vears
wr
P oplolo . |
Y o-a 9 ¢
g 0%
-31.30 [ r [ -31.30
% 65 or more 670 35.20

drag to reorder W% B5 or more years

| ——
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Propagation of Object Classes: Use Example

% pop. with high schoal education 1891

lower middle upper
class class class
Lower class

prevails among
districts with low %
unemployed,
average or high %
0-14 years and %
15-24 years, and
low % 25-64 years

Upper class
prevails where %
25-64 years is high
and % 65 or more
years is low. It
occupies mostly
the middle part of
the axis % 15-24
years.

Characteristics of the

= variant

4

[2.50 5.0 ‘ 13_33\

=k

% fermale amo

% female amo

% unemployec

% 0-14 years

% 159-24 years

% 25-64 years

% 65 ormaore

drag to rearder

middle class are highly

Upper class co-
occurs with low %
employed in
agriculture and

’| average to high %
employed in

‘| services

Intervals: |1 _I_l Commonl_values I_

% employed in agriculiure 1991

51991

% employed in servic

Lower class co-

I.__ /ﬁ occurs with low %
2012 8557 employed N
- ENTTIE == | Scvices
pop. change from 19381 to 1991
£.70 1520 COAT)

-0.672
KIRE

AL o

ﬁio
9{0

-] ) .
[

|
o T

|
[ [ -31.30
35.20

% B5 or mare years

-31.30

670

In districts with high % employed in
agriculture the proportion of people with

"~ high school education is low (mostly below

3.5%). For % employed in services we see
the opposite relationship



Table View and Table Lens (1)

Click for sorting

Table cell shading
shows the relative
position of the
values between
the minimum and
maximum values
of the respective
attributes

1418.71
1324 968 145512
981172107442
975.854(1112.91
966.594( 1181.66
952.844 1249,
2] 1016.19
1038.39

Sortby: [Pop. density1981 | [Descending =|[V {Tablelens! [ condensed Aﬁrihute...l

|ttt sl < sl
= e 0 [im r

— fag!

(L]
el el Ll [T LE T
- ] -
o .I'l
-I-IIIII—IIIII O L
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Table View and Table Lens (2)

% pop. with
high school
education

%géi
[ii

T

)

o

The same information can be
represented in a “condensed”
form. We do not see the details
about particular objects but get
an overall impression about
value variation and relationships
between attributes.

I~

High proportions of people having
high school education often co-
occur with high population density

/

Surprisingly, the districts with the
lowest proportions of people having
high school education in 1991 had
much higher proportion of such
people in 1981

Sort by I% pop. with high schaol eduJ IDescendmg JI_ TableLens [ condensed Attrlbute

\
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Class Propagation to Table View (1)

: ‘:,m % employed in services 1991 high school
education
A
=

2042 3500 50.00] 85.57

___PI Autormatic classification |
-

w Statistical quality

w Classification statistics

w Cumulative curve

/ The table rows are
grouped by the

- classes and sorted
within each group.

|7 Broadcast classification

Add to table |

4 Manipulate

These linked views show us, for
example, that the general ol
educational level tends to be higher
In districts with high proportion of
people employed in services

S CITY UNIVERSITY 25 Fraunhofer
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Class Propagation to Table View (2)

2012 |35.nn 50,00 8557

N’!

___PI Autormatic clagsification |
o

w Statistical quality

w Classification statistics

w Cumulative curve

/It may also be
useful to switch
- the grouping off

¥ Broadcast classification

Add to table |
lManipulate

We see that the red rows occur
mostly at the top of the table and
blue ones at the bottom. Note that
the rows are sorted according to %
people with high school education in

1991. s =
A CITY UNIVERSITY  ZZ Fraunhofer
AT/, LONDON 1Al

||I“ ‘II‘I Il | ||IM||||IIIIII|I I

hllw |Im i I‘ ‘u ““|||| H"

T |[h|||||||h|||‘i

I

-

»
5840 Sortby: |% pop. with higt = | |Descending ¥ |[¥ TableLens [¥ condensed Artrihute...|




Summary

This lecture was supposed to

Introduce the concept of analytical interactive maps

stress the importance of exploring various aspects of data using multiple
views

demonstrate some types of non-cartographic displays useful in analysis of
geodata

demonstrate various techniques of display linking

show how to use this in data analysis

\
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See also

« Natalia and Gennady Andrienko
Exploratory Analysis of Spatial and Temporal Data
A Systematic Approach
Springer-Verlag, December 2005

section 4.8, pp.428-449 .

Y Exploratory Analysis

of Spatial and
Temporal Data

CITY UNIVERSITY  ZZ Fraunhofer

© Fraunhofer-Institut fur Intelligente . A
Analyse- und Informationssysteme IAIS d‘; .;1.,, LONDON 1AIS



Data structure

So far:
* 1d, x, Yy, attribute(s)

Let's add one more special component: time

* 1d, x, Yy, t, attribute(s)

\
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Overview

Types of Analysis Tasks on Spatio-Temporal Data

Three primary task foci (target information)
B Focus on objects |
® Focus on space ! | %

Exploratory Analysis
B Focus ontime of Spatial and

Temporal Data

Two types of task subject

B Characteristics

B Relations

Two levels of analysis

B Elementary: focus on one or more elements of a set

B Synoptic: focus on a set as a whole, disregard individual elements
B Task may be elementary w.r.t. one subject and synoptic w.r.t. another

S CITY UNIVERSITY  ZZ Fraunhofer
ATV, LONDON e



Data Types and Transformations

Methods & Techniques for Different Spatio-Temporal Data

Trajectories
¥

2L CITY UNIVERSITY % Fraunhofer
<\ /2 LONDON 1AIS

\



-t AT

Data Types and Transformations

Methods & Techniques for Different Spatio-Temporal Data

Representation forms offer different conceptual views on ST data
Convert data into a form suitable for the task

Pp— e
G
' ]

Spatial time e
series

Aggregation Aggregation
R Extraction Extraction ;
: ; | ntegration s e —r DR
— N Trajectories
\ /
Extraction

\
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Spatial Time Series D

Data structure

Spatial references: states of the USA

S
Orezon .
radq TEE
Time extent: .
1960 |2000 ﬁﬁkizi:jﬁﬁfff

1960 1 1961
0 i f;ﬂ}{ O fix
Temporal references: years from 1960 till 2000 (41) -
Attributes: population + various crime rates
Murder and
Index Violent  nonnegligent hlator
offense  Crime  manslaughter Forcible Robbery Agaravated Propery  Burglary  Larceny-  wehicle
Fopulation rate rate rate rape rate rate assault rate crimerate rate theft rate  theft rate

, CITY UNIVERSITY  ZZ Fraunhofer,,
2. LONDON IAIS



High level analysis questions D

Spatial Time Series (STS)

How are attribute values distributed over the territory at a given time moment?
How do the attribute values at a given place vary over time?
How does the overall spatial pattern of value distribution evolve over time?

How are different behaviour patterns distributed over the territory? Are there
spatial clusters of similar behaviours?

\
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Spatial Time Series D

Methods & Techniques for Different Spatio-Temporal Data |

Visualization methods

B Animated maps

m Layman technigues” (animated) charts embedded in maps
(bar charts, pie charts, ...)

B “Small multiples” map displays

B Time Graphs and their transformations

\

%, CITY UNIVERSITY ZZ Fraunhofer
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GeoVA TS_animation.pptx
GeoVA TS_laymantechniques.pptx
GeoVA TS_smallMultiples.pptx
GeoVA TS_TG.pptx

Spatial Time Series D

Methods & Techniques for Different Spatio-Temporal Data |

Visualization methods

B Animated maps
]

\
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Time Map

Spatial Time Series: Basic Visualization Methods |

4 v Data transformation

A Representation method:

gljiJJJJ B e (R ]
E!.States

CommaonGls 1998-2003: LSA Crime statig

| %

faan

Delay (0

s
alv

Alacks
Unclassified choropleth
map
Crime statistics
Yiolent Crime rate
-d.....
. Hebraskia Inwa i “.“
a K,msas 4"—‘,
Total: 52 object 1245 e .- .
otal: 52 objects L
Territony: LISA ‘
|:| Background
TIGm
A .
Tirme controls
1950 | | 2000
. A

Nl vialert crime rate
Cormpare to:
hias: h245

2922

h

tir; D

Dynamic map update

Compare by click in

|th|s map vl

Manipulate

For a time map,
one can use any
representation
method suitable
for static data.
Choropleth maps

are good for
exploring spatial
distribution
patterns.

Time-dependent data may be represented on a time map, which is manipulated
through time controls and, in particular, allows animation

AL° CITY UNIVERSITY

" LONDON

\

~ Fraunhofer

1AIS



When time map is useful

Spatial Time Series: Basic Visualization Methods |

Time contrals
1060 2000

|1950

How did the spatial distribution pattern develop over time?

Time controls

1860

1961

2000

1960

Tirme controls

2000

-

At moment t, how were the values distributed over the whole space?

At what time moment were the values distributed over the space in the given

manner?

., CITY UNIVERSITY
" LONDON

\

~ Fraunhofer
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Map Series

Spatial Time Series: Basic Visualization Methods |

@USA Crime stakistics: Time-5eries
File Display Calculste Toolz  Options  Help

4

w Data transformation

EA Representation
methad: Multiple
choropleth maps

Crime statistics
Burglary rate; yvear=1960

Burglary rate; year=1975
Burglary rate; year=19490
[
2530
Total: 52 ohjects

Territory: LSA

I:I Background

12.83m
—

— T

Burglary rate; yvear=1960

h

Burglary rate; year=1874

*.

Alaska

% Texas -.‘

California

Burglary rate; yvear=1960
Burglary rate; year=1874
Burglary rate; year=19490

Sy

=

Burglary rate; year=19490

=

gh--

-

¥

CommaonlS 1998-2003: LISA Crime statistics: Time-Series

.‘I'

1K

>

Burglary rate; year=1960
Burglary rate; yvear=1974
Burglary rate; year=1950

Compare to: IEI
EV |253EI

ID=06
910.5
273
1345.4

B
tin: IEI

|7 Cwynamic map update

Manipulate
A

by

To compare the spatial
distributions of attribute
values at two or more time
moments, we need to see
these distributions
simultaneously. Best of all
IS to use multiple maps
displayed in a common
panel and manipulated
through a common set of
controls.

CITY UNIVERSITY

\
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Exploring the Distribution of Changes

Spatial Time Series: Data Transformations

Instead of original attribute values,
a time map or map series can
represent changes, that is,
differences or ratios to the previous
moment or to any selected
moment

390.6
Total: 52 ohjects

Tertitory: USA

r ¥
B [ |L | 5tates | i Tl motar venicle theft rate
. Compareto: |00
[ Representation method
Untlassified choropleth JUEE: |390'6
map awil
Crime statistics
Notar vehicle theft rate
- Montana
Oregen.
-406.2 | == Hebraska 10 [}g
0o Hansas el
3906 [ L
Total: 52 ohjects - | |
Tertitory: USA
[ ] sackgrouna o 3
Min: |-406.2
Ed ! States A ‘: Mator vehicle theft rate
Compare to; (0.0
EA Representation method
Unclassified choropleth Mz |3E‘DE
map mT
Crime statistics
Motor vehicle theft rate
- Mantana
Cregen.
-406.2 | -~ Hubracka 10
0.0 Emsis
_ 3906 M »
Total: 52 objects e
Tertitory: USA
[ ] Backgrouna L
Min: |-406.2
] ! States :' B ‘:, Motor wehicle theft rate
i Compare to: IU.U
Ed Representation method:
Unclassified choropleth M |390.6
map I
Crime statistics [
Motar vehicle theft rate kl
_ Blertars
COregon,
-408.2 ‘ ehracks [
0.0 Uik Homsas

[ ] sackgrouna

Min: _|—4UE.2

Here the maps correspond to
years 1990, 1991, and 1992 and
represent differences to the
previous years. Positive
differences (i.e. increased values)
are shown in brown and negative
differences (i.e. decreased values)
in blue

\
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Map Series: Useful Transformations >

Spatial Time Series: Data Transformations

JData transformatian =

M N
Temporal comparisan:

1H
aff Change

— Temporal smoothing and computing of residuals

Temporal aggtegation

aff Change | ] ) ]
(Compancon - For each time moment computes differences or ratios
o Dehanae Change | to a particular object or value or to the mean or

Arithmetic fransfarmation: median among all objects at this moment

off j ~
Motorvehicls thet rate ~ [™ value scale transformation, e.g. logarithmic

Compare to: L

E= |1E4IZI ]

L

Manipulate
I

\
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Comparison to country’s median >

Spatial Time Series: Data Transformations

Build map series with transformed data.
relative difference to median value

Spatial distribution patterns of attribute values may become more vivid

Value and patterns evolution over time can be seen more easily

\
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Spatial Time Series D

Methods & Techniques for Different Spatio-Temporal Data |

Visualization methods
u

®  Layman techniques”. (animated) charts embedded in maps
(bar charts, pie charts, ...)

\
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Value Flow Map

Spatial Time Series: Basic Visualization Methods Il

Mg States ;’7 4
e antll —_—
& Represataon x5 S ___ [ Unfortunately,
dogams || —_— symbol
C?ime statistics — ey “ﬂ' i
Motor vehicle theft rat ) overlapping
plorveniEls Mt e N N - creates significant
M_ﬂm ‘éﬁ e S —— inconveniences,
0 b e ek and zooming does
Total: 52 objects R o] et w not always help
Territary: USA @ L= [
I:I Background j
30tm P
—
| Pha
The value flow symbols show us the A
evolution of attribute values (temporal
behavior) at each location. -
s
oy | AL

\
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Value Flow Map (2)

Spatial Time Series: Basic Visualization Methods Il

P = |

P Wi

—_—
O

Temporal smoothing
allows to disregard
small fluctuations and
see overall trends.

' =]
e — = =5 =
__,—/—k——/?——yﬁil
=]
ey featinn
Here the values for each year have been
replaced by 5-year means. You can }
compare to the previous variant and see
the effect of the smoothing.
Ay £
¢
—

LONDON

; ]

o, CITY UNIVERSITY
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Value Flow Map (2)

—_—
O

Spatial Time Series: Basic Visualization Methods Il

This appears to be a spatial cluster
of similar behaviors

Around the Great Lakes, the theft
rates were high, but tended to
decrease in last years

The theft rates along
the western coast are,
in general, higher than

|

There are also some
unusual behaviors
(“behavioral outliers™)

The theft rates are

inland

relatively moderate,
but tend to grow

A CITY UNIVERSITY  ZZ Fraunhofer
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Temporal Behavior Exploration %

Spatial Time Series: Data Transformations

As with time maps, various transformations can be applied to value flow maps

H A States :F' &
e el .
[ Representation — —— A
method: Value flow fS— 1 g."
diagrams = | - :
Crime statistics e | . i .
Motar vehicle theft rate —— > . -
e :
_ 1143 T e . [
» . T
‘-—‘il
—-388 — ] ——  —
. . a - ——
il ~
Total: 52 objects *-_—-"_—“"
Territary: LISA
I:l Background ) Q
301m
—
e ¥

Here: comparison to each country’s mean

B For every time moment, each state’s values is replaced by its difference to the country’s overall
mean value at that moment

B Yellow color corresponds to positive differences, and blue — negative

\
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Value Flow Map Disadvantages %

Spatial Time Series: Basic Visualization Methods Il

v seeing the temporal
behaviors in their
spatial context

x seeing all behaviors
at once

x detecting behaviors
with particular
features

X noticing what sorts of
features exist in the
data

The diagrams are perceived as separate entities — the map must be scanned
and cannot be grasped as a single image

Absence of ordering complicates seeking for specific behaviour patterns
Diagram overlapping is a serious problem

CITY UNIVERSITY  ZZ Fraunhofer
‘\! /.. LONDON IAIS

© Fraunhofer-Institut fur Intelligente
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Spatial Time Series D

Methods & Techniques for Different Spatio-Temporal Data |

Visualization methods
u

B “Small multiples” map displays
L

\
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Comparison to country’s median

Spatial Time Series:

Data Transformations

Burglary rate; year=1960 Burglary rate; year=1965 Burglary rate; year=14970
Alacka Dlaska Dlacka
Dlortaria Dloritara Dloitaria
Texas Texac Texas
Burglany rate; year=1974 Burglany rate; year=1930 Burglary rate; year=14985
Alacka Dlacka Dlacka
Dlordara Dlordana Iuloritaria
Teas Texas Temas
Eurglary rate; year=1950 Burglary rate; year=1885 Burglary rate; vear=2000
Alacka Dlacka Dlacka
Mortara Mloritans Dlordara
Texas Texas Texas
&
) W5 —
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Comparison to country’s median

Spatial Time Series: Data Transformations

Burglary rate; year=1960

Alaska

Teaxas

Burglany rate; year=1974

Alacka

Eurglary rate; year=1950

Burglary rate; year=1965

Alaska

Burglany rate; year=1980

Dlacka

Burglary rate; year=1555

Burglary rate; year=1970

Alacka

Burglary rate; year=19845

Alacka

Burglary rate; year=2000

)

Texas

Y

Texas

A constant cluster of
low values (since 1965)

FB5 CITY UNIVERSITY  ZZ Fraunhofer
Al S LONDON
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Comparison to country’s median

Spatial Time Series:

Burglary rate; year=1960

Data Transformations

Burglary rate; year=1965

Burglary rate; year=14970

Alacka Dlaska Dlacka
Morzna . M The shape Bseana
A “belt” of high perseveres
values NW-SE till 1970
Texas Texac Tezxas
Burglany rate; year=1974 Burglany rate; year=1930 Burglary rate; year=14985
Alacka Dlacka Dlacka
Dlordara Dlordana Iuloritaria
Teas Texas Temas
Eurglary rate; year=1950 Burglary rate; year=1885 Burglary rate; vear=2000
Alacka Dlacka Dlacka
Mortara Mloritans Dlordara
Texas Texas Texas
1*1 ?
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Comparison to country’s median

Spatial Time Series: Data Transformations

Burglary rate; year=1960 Burglary rate; year=1965 Burglary rate; year=14970
Alacka Dlaska Dlacka
Dloritaria Dloritara Dloitaria
Texas Texac Tezxas
Burglary rate; year=1975| Utah falls out of the “belt” kalary rate; year=1980 Burglary rate; vear=1985
Ak in 1975 and keeps lower | .. sk
values till 2000
Dlordana Iuloritaria
Texas Temas
Eurglary rate; year=1950 Burglary rate; year=1885 Burglary rate; vear=2000
Alacka Dlacka Dlacka
Mortara Mloritans Dlordara
Texas Texas Texas
1,1.\1 ?
g, CITY UNIVERSITY ZZ Fraunhofer
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Comparison to country’s median

Spatial Time Series:

Burglary rate; year=1960

Alaska

Data Transformations

Burglary rate; year=1965

Alaska

Burglary rate; year=14970

Alaska

Dloritaria Dloritara Dloitaria
Texas Texac Tezxas
Burglany rate; year=1974 Burglany rate; year=19 . Burglary rate; year=14985
glany b glany il New Mexico alary i
- o occasionally destroys Ak
the “belt” in 1980
Mortana mmg Mortan
Teas Texas Temas
Eurglary rate; year=1950 Burglary rate; year=1885 Burglary rate; vear=2000
Alacka Dlacka Dlacka
Mortara Mloritans Dlordara
Texas Texas Texas
) & ¢ i 4 —
2 CITY UNIVERSITY = Fraunhofer
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Comparison to country’s median >

Spatial Time Series: Data Transformations

Burglary rate; year=1960 Burglary rate; year=1965 Burglary rate; year=14970

Alaska Alaska Alaska

Texas Texas Texac

I

\

Burglany rate; year=1974 Burglany rate; year=1930 Burglary rate; year=14985

Alacka Dlacka Dlacka

Dloritara Dlordana Iuloritaria
Teas Texas Temas
Eurglary rate; yesrelil Burglary rate; year=1885 Burglary rate; vear=2000
The “belt” spreads to the
Alacka Dlacka Dlacka

east (starting from 1987)

Texas Texas Texas

§

) [—
§
?

\
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Comparison to country’s median

Spatial Time Series:

Burglary rate; year=1960

Alaska

Texas

Burglany rate; year=1974

Alacka

Teas

Eurglary rate; year=1950

Alacka

8

Texas

Data Transformations

Burglary rate; year=1965

Alaska

Dlozitana

Texas

Burglany rate; year=1930

Dlacka

Texas

Burglary rate; year=1885

Alacka

pilartan out in 1999-2000 T
Texas Texas

—_—
O

Burglary rate; year=14970

Alaska

Dlondaria

Texac

Burglary rate; year=14985

o

Alacka

The original NW-SE
“belt” transforms into a
cluster of high values on
the south

Burglary rate; vear=20

Alacka

California falls

‘,

!
e,
\! /. LONDON

\
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Comparison to country’s median

cl

Spatial Time Series: Data Transformations

Burglary rate; year=1960 Burglary rate; year=1965 Burglary rate; year=14970

Alaska Alaska Alaska

Texas

Burglany rate; year=1974 Burglany rate; year=1930 Burglary rate; year=14985

Alacka Dlacka Alacka

Texas

Eurglary rate; year=1950 Burglary rate; year=1885 Burglary rate; vear=2000

Alacka Alacka Alacka

o
s
M
a
.._|
-
c
=
=
&
=
.<
\
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Spatial Time Series D

Methods & Techniques for Different Spatio-Temporal Data |

Visualization methods
u

B Time Graphs and their transformations

\
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Time Graph

Spatial Time Series: Basic Visualization Methods Il

Putting all behaviors together makes their comparison more convenient
B Numeric details on-demand by pointing on an object’s line

Plus, to better understand general development trends :

B “mean behavior line” connecting means of each year

B “median behavior” connecting the year medians

Time graph 2: Crime statistics
Motor vehicle theft rate
1840

1840
1995 %

11 District of Columbia: 1840

1960 1963 1966 1969 1672 1975 1976 1991 1984 1887 1990 1993 1996 1999

Time graph 4: Crime statistics

Buraglary rate
2807

2907

1960 1963 1966 1969 1972 1975 1978 1981 1984 1987 1890 1993 1996 1994

|_ Show only selected ohjects |7 Yalue flow |7 “alue classes |7 Grid

Statistics: Fﬁverage |_Median Quantiles: |2 v"_ Save

LTime extentkDiSp|av‘oumparisnn‘Smouthing‘SegmentatiDnKCIassiﬂcatiun‘Selectiun-

[ Show only selected objects [¥ value low [ value classes [ Grid

Statistics: [¥ Average [ Median Quantiles: |2 vll_ Save

LTime extentxDiSmaY‘CnmparisnnKSm0othing‘Segmentati0n‘CIassiﬂcation‘Selection-

\
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Time Graph: Multiple View Comparisons

Spatial Time Series: Basic Visualization Methods Il

Juxtaposed time graphs are suitable for
comparing trends and temporal variations
of two or more attributes

1960 1963 196A 1969 1972 1975 1875 1981 1984 1937 1930 1993 1995 1999
|_ Show only selected objects |7 Walue flow |7 Walue classes |7 Grid

Statistics: |7Average I_Median Guantiles: |2 v"_ Save

This example shows that attributes “Motor
vehicle theft rate” and “Burglary rate”
have quite different trends of general
development

kTime extentkDiSD|3Y‘Comparison‘Smoothing‘Segmentation‘ClasSiﬂcation‘Selection-
ime graph rirme statistics

3 10RA 193 1872 1975 1975 1981 1984 1937 1990 1993 16996 1999
[~ Show only selected objects [ value flow [ value classes [ Grid

Statistics: |7Average I_Median Guantiles: |2 v"_ Save

kTime extentkDiSD|3Y‘Comparison‘Smoothing‘Segmentation‘ClasSiﬂcation‘Selection-

\
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Time Graph: Multiple View Comparisons

Spatial Time Series: Basic Visualization Methods Il

Time graph 2: Crime statistics
Motar vehicle theft rate, Averagedd moments)
1614 1614
D T T T T T T I T T T T T T T T T T T T D
19601962196419661968197019721974197619781980195219584195619581990199219941996199582000

[¥ Termporal aggregation  Depth: |5 time moments { ¢ back & centered 3, or [ Al since |1360
Operation: (& sverage ( Median € Max ¢ Min 0 MaeMin  Sum [ Value minus agaregation

‘Time extent‘DispIay‘ComparisonkSmUUthiHQ‘Segmentation‘CIassiﬂcation‘Selection_l

Time graph 4: Crime st =3

Burglary rate, Averageid moments)
2713 2713
D T T T T T T T T T T T T T T T T T T T D
19601 96219641 9661 96818701972 187 41 97E197 319801982 1958419861 958199019521 99419961 9982000

[¥ Termporal aggregation  Depth: |5 time moments { ¢ back & centered 3, or [ Al since |1360
Operation; (:[};Average  Median  Max C Min © MaeMin C Sum [ value minus aggregation

kTime e)dent‘DispIay‘ComparisonkSmUUthing[Segmentation‘CIassiﬁcation‘Selection_l

Additionally employ smoothing (value
averaging over intervals)

Mitigates small fluctuations
Exposes trends more clearly

1AIS



Time Graph: Level of Detall

Spatial Time Series: Basic Visualization Methods Il

Burglary rate

2907 2907
D T T T T T T T T T T T T T T T T T T T D

1960196219641966196581970197219741976197519501952 195841956 19858199019921994199619952000

Mean and median lines only give very
coarse picture of the general value
variation properties

For a finer analysis, may also look at

the guartiles or even smaller
percentiles.

Elurglgryrate ‘ Elurglgryrate
2807 tl 2907 2807
: rti :
median | quartiles 10, 20, ..., 90 percentiles |
D T T T T T T T T T T T T T T T T T T T D D D
1960196219641966196819701972107418761578198019821984198613881990199219941996 19982000 19R015A2 196419661 3681370187210741076197519301952 15541556 195519901992 15541555 19952000

\
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Linked Views: Map + Time Graph >

Spatial Time Series: Basic Visualization Methods IV

At place L,, how did the values behave over the entire time period?

F'rn:upngmr crime rate

.
84512 9512
5000
I:I--|--|--|--|--|--|--|--|--|--|--|--|--|il:I
1960 1963 1966 19691972 1975 1978 19831 1584 1987 1990 1993 19596 19599

Compare the temporal behavior at places L, and L,

Froperty crime rate

4512

- 4
9512

S000 —
_‘—s\_\_\_\_\_

Cklahoma [D=40

0

1960 1963 1966 1968 1972 1975 1975 1981 1934 1987 1690 1993 1996 1998

\
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Time Graph++: Time Histogram >

Spatial Time Series: Basic Visualization Methods V

% Time graph 1: Crime statisktics - ||:||£|

Divide value range of the attribute
2507 into intervals

Choose specific color/ shade for
each interval

Size of colored segments encodes
relative frequencies of values
from corresponding interval, for
each time moment

1960 1963 1966 1658 1972 1675 1978 1981 1034 1987 1990 1683 1995 1699
7

This example:
B Each bar: one year

B Shows increase of the crime rates
over the country in 70’s & early 80’s

W ‘alue classes [~ Save Order: 4 B Note two peaks in 1975 and 1981-

Breaks: 0 |300 10001500 2000 o0 [ 82, followed by gradual decrease
s

kTime extent‘Di5pIay‘Transfnrmatiun‘Segmentatiunkc|355iﬂEatiﬂﬂ‘SBlectinnIQuen.r_

, CITY UNIVERSITY ZZ Fraunhofer
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Time Graph++: Time Histogram >

Spatial Time Series: Basic Visualization Methods V

Time histograms facilitate comparison of 2 (or more) attributes

B Compare temporal trends despite differences in value ranges

4 Time graph 1: Crime statistics |0 1' 4 Time graph 2: Crime statistics — IEllll
¥

r r
2807 140 1840

| 0 ( PR
1960 1963 1966 1969 1972 1875 1878 1981 1984 1987 1880 1985 1995 1933 1860 1363 19
.

1872 1875 1978 1981 1984 1987 1990 1993 199G 1999

[V walue classes [T Save Order:  * M value classes [T Save Order: &

Breaks: 0 [5001000 1500 7000 2007 [ [ Broaks: 0 [100200 400500 1940 [Ji) N [
Y
iTime extent‘D\splay‘Tranaformation‘segmemationkC|aSSiﬂCaﬁDn‘SelectionI@uew_l kTime extent‘Disp|ay‘Transformation‘SegmentationkC|aSSiﬂcaﬁﬂn‘SelectionI@uew_l

B Here: attributes “Burglary rate” and “Motor vehicle theft rate”

Z25 CITY UNIVERSITY  ZZ Fraunhofer
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Time Histogram of Changes O
Spatial Time Series: Basic Visualization Methods VI

Transform attribute values into relative differences

Apply aggregation by value intervals to the transformed values
Encode values using patrtitioned color scale

Burglary rate

M “Burglary rate” values,
transformed into relative
difference to previous year

M Three color segments: red
for increase
(< +5%, +5-10%, > +10%),
yellow for no change
(x1%), green for decrease
(< -5%, -5-10%, > -10%)

¥ value classes [T Sawe Order.  *

Breaks: 055286 |7:9000 D.3500 0.9900 10100 1.0500 1.1000 ¢ 430 EEEG_—_( ] ) jun I

\
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Time Histogram of Changes _>

Spatial Time Series: Basic Visualization Methods VI

Burglary rate
1.4308

I — —
W value classes [ Save Order: —

Bres

\

© Fraunhofer-Institut fur Intelligente . A CITY UN[VERS[TY % FraunhOfer74
Analyse- und Informationssysteme IAIS ‘J‘; .;1.,, LONDON 1AIS



See also

* Natalia and Gennady Andrienko
Exploratory Analysis of Spatial and Temporal Data
A Systematic Approach -
Springer-Verlag, December 2005

. P
Exploratory Analysis
of Spatial and

C h apte I 4 Temporal Data

Y.
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An Introduction to Visual Analytics
Special focus: movement data

CITY UNIVERSITY
", LONDON

Gennady Andrienko
Natalia Andrienko

http://geoanalytics.net % F raun h Ofe Y
I1AIS

\




Definition of Visual Analytics

CITY UNIVERSITY %Fraunhofer
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Visual Analytics:

the science of analytical reasoning facilitated by interactive visual interfaces

People use visual analytics tools and techniques to

]]ULJ ﬁ minating

« Synthesize information and derive insight from m_] :
massive, dynamic, ambiguous, and often conflicting ra JUQ
data

- Detect the expected and discover the unexpected

* Provide timely, defensible, and understandable
assessments

« Communicate assessment effectively for action

The book (IEEE Computer Society 2005) is available at http://nvac.pnl.gov/ ‘a

Analytical reasoning = .
data — information — knowledge — explanation {WVAC NatonlVsulzation and AnaytcsCte™
(interpreted data) (for myself) (for others) =

Analyse- und Informationssysteme IAIS LONDON 1AIS

751 4
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Visual Analytics:

divide the labor between the computers and humans to use the best of each

Computers

can store and process great amounts of
information

are very fast in searching information
are very fast in processing data

can extend their capacities by linking
with other computers

can efficiently render high quality
graphics, both static and dynamic

Humans

M are flexible and inventive, can deal with
new situations and problems

B can solve problems that are hard to
formalise

B canreasonably act in cases of
incomplete and/or inconsistent
information

B can simply see things that are hard to
compute

B can employ their previous knowledge

and experience

2, CITY UNIVERSITYY ZZ Fraunhofer
AL LONDON lais



Visual Analytics:

the importance of visualisation

B Visualise = make perceptible to human’s mind
B “An estimated 50 percent of the brain's neurons are associated with vision.
Visualisation <...> aims to put that neurological machinery to work.”

—  B. McCormick, T. DeFanti, and M. Brown. Definition of Visualization.
ACM SIGGRAPH Computer Graphics, 21(6), November 1987, p.3

B “An abstractive grasp of structural features is the very basis of perception
and the beginning of all cognition.”

— R. Arnheim. Visual Thinking.
University of California Press, Berkeley 1969, renewed 1997, p. 161

(in other words: seeing already includes analyzing)

— Visualisation is essential for enabling human analysts to use their inherent
cognitive capabilities

\
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Visual Analytics technology:

combining methods for visual and computational analysis

Goal: enable synergistic work of humans and computers

Interaction

@ Knowledge

Refinement

Visual mapping Visualisation

Visual mapping

Perception

Transformation

Analysis

Features, patterns,
models, ...

Computational
processing

Controlling

., CITY UNIVERSITY ZZ Fraunhofer
", LONDON IAIS



Visual Analytics:
asummary

Defined as the science of analytical reasoning facilitated by interactive visual interfaces

Analytical reasoning ~ data — information — knowledge — explanation
(interpreted data) (for myself) (for others)

The challenge of huge and complex data: distil relevant information and connections
between them; gain insight from data!

Visual Analytics (VA) combines interactive visualisations with computational
processing

database processing, data mining algorithms, statistics, geographical analysis methods, ...
VA focuses on the division of labour between humans and machines:

Computational power amplifies human perceptual and cognitive capabilities

Visual representations are the most effective means to convey information to human’s mind
and prompt human cognition and reasoning

Hence, VA may be more broadly defined as the science of human-computer data
analysis, knowledge building, and problem solving

o2y, CITY UNIVERSITY ZZ Fraunhofer
Al S LONDON IAIS



Data Types and Structures

Y.
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Everything begins with data

Analytical reasoning =

data — information — knowledge — explanation

B Data: factual information (as measurements or statistics) used as a basis for
reasoning, discussion, or calculation (Merriam-Webster dictionary)

M Structured data: collection of items (records) consisting of components of
the same kinds; can be represented in a tabular form

8
SAAX

Name | Birth date | School Address Distance to | Getting to
grade school, m school
Peter | 17/05/2005 3| 12, Pine street 850 | by bus
Julia 23/08/2004 4 19, Oak avenue 400 | on foot
Paul 10/12/2005 2 | 56, Maple road 1500 | by car
Mary | 06/10/2003 571, Linden lane 900 | on foot

CITY UNIVERSITY ZZ Fraunhofer

.. LONDON

WA\ &%

1AIS



Types of components in data

* Stevens, S.S. (1946). "On the Theory of Scales of Measurement". Science 103 (2684): 677—680.

Types of values: Scales of measurement*:
B Numeric B Nominal (- order, — distances)
B Textual gender, nationality, ...
Predefined values (e.g., codes) B Ordinal (vorder, — distances)
Free text evaluations: bad, fair, good, excellent
B Spatial B Interval (vorder, v distances, — ratios,

Coordinates — meaningful zero)

Place names temperature, time, ...

Addresses B Ratio (vorder, v'distances, v'ratios,

v'meaningful zero
B Temporal J )
guantities, distances, durations, ...

Other (image, video, audio, ...)

Name Birth date School Address Distance to Getting to
grade school, m school
Peter 17/05/2005 3 | 12, Pine street 850 | by bus
Julia 23/08/2004 4 | 9, Oak avenue 400 | on foot
Paul 10/12/2005 2 | 56, Maple road 1500 | by car —
Z Fraunhofer
Mary 06/10/2003 5| 71, Linden lane 900 | on foot A




Semantic roles of data components

B Reference: What is described?

Object (physical or abstract)

Place

Time unit

Object x time unit
Place x time unit

Generally: anything specified as a single element or combination

In our example:

the data describe children

denoted by their names

B Characteristic, or attribute: What is known about it?

Name | Birth date | School Address Distance to | Getting to
grade school, m school
Peter | 17/05/2005 3|12, Pine street 850 | by bus
Julia 23/08/2004 4 19, Oak avenue 400 | on foot
— Paul 10/12/2005 2 | 56, Maple road 1500 | by car —
Mary | 06/10/2003 5| 71, Linden lane 900 | on foot 0f§|‘;




Data may have two or more references

Reference: time

RefeArence: place

[

year
1960
1960
1960
1960
1960
1960
1960
1960
1960
1960

1372
1372
1972
1573
1573
1973
1973
1973
1973
1973

2000
2000
2000
2000
2000
2000
2000
2000
2000
2000
2000
2000

\

id State

1 Alabama

2 Alaska

4 Arizona

5 Arkansas

6 California

8 Colorado

9 Connecticut
10 Delaware
11 District of Co
12 Florida

54 West Virginii
55 Wisconsin
56 Wyoming

1 Alabama

2 Alaska

4 Arizona

5 Arkansas

6 California

8 Colorado

9 Connecticut

44 Rhode Islanc
45 South Carolit
46 South Dakot:
47 Tennessee
48 Texas

49 Utah

50 Vermont

51 Virginia

53 Washington
54 West Virginii
55 Wisconsin
56 Wyoming

[

Population Index offenses Violent crime Murder Forcible rape Robbery Aggravated assault Property crime Burglary Larceny-theft Motor vehicle theft

3266740
226167
1302161
1786272
15717204
1753547
2535234
446292
763956
4951560

1781000
4520000
345000
3539000
330000
2058000
2037000
20601000
2437000
3076000

1045319
4012012
754344
5689283
20851820
2233169
608827
7078515
5894121
1808344
5363675
493782

39920
3730
39243
13472
546069
38103
29321
9642
20725
133919

25384
133382
10461
91389
16313
137966
56149
1298872
133933
112717

36444
209482
17511
278218
1033311
999538
18185
214348
300932
47067
172124
16285

6097
236
2704
1524
37358
2408
928
373
4230
11061

2299
4358
311
12390
1269
9877
5905
116563
10088
6421

3121
32293
1259
40233
113653
5711
691
19943
21788
5723
12700
1316

406
23
78

152

616
73
41
33
81

527

109
126
14
468
33
167
180
1862
193
102

233

410
1238
43

401
196
46
169
12

281
47
209
159
2839
229
103
41
111
403

146
376

751
147
637
398
8357
944
342

412
1511
305
2186
7856
863
140
1616
2737
331
1165
160

Attributes

I
398 4512
64 102
706 1711
443 1170
15287 187396
1362 744
236 543
157 144
1072 2966
4005 6126
562 1482
1661 2195
117 332
2309 3362
221 368
3031 6042
1456 3871
49531 56813
3970 4981
2589 3388
922 1742
5883 24666
131 316
9465 28172
30257 74302
1242 3563
117 425
6295 11631
5812 13043
749 4597
4537 6829
70 1074

33823
34594
36339
16343
508511
35695
28393
9267
16495
122858

23285
129024
9350
785999
15044
128085
50244
1182309
123845
106296

33323
177189
16252
237985
919658
94247
17454
194405
279144
41344
159424
14569

11626
751
8926
5399
143102
9996
8452
2661
4587
39966

7336
28862
2057
31754
38532
40301
18088
407824
38963
31661

6620
358888
2896
56344
188975
14348
3501
30434
53476
9850
25183
2078

13344
2195
23207
10250
311956
21949
166532
3867
9905
73602

13976
89642
7150
39206
9436
76560
25204
643488
70931
58742

22038
123094
12558
154111
637522
73438
13184
146158
130650
28139
119605
12318

2833
348
4406
899
53453
3750
3288
739
2003
9289

1953
10520
703
8039
1736
11228
2952
130997
13951
15893

4665
15207
798
27530
93161
6461
809
17813
35018
3315
14636
573



Common classes of data structures

according to the types of the references

B Object-referenced data: attributes of objects
Events: attributes include time of existence (moment or interval)
Spatial objects: attributes include spatial location (point, area, or volume)
Spatial events: attributes include existence time and location

B Time-referenced data, a.k.a. time series: attributes observed in different
times (moments or intervals)

B Space-referenced data, a.k.a. spatial data: attributes observed in different
places

B Object time series: attributes of objects observed in different times
Trajectories of moving objects: time series of spatial locations

B Spatial time series: attributes observed in different places and times

S CITY UNIVERSITY ZZ Fraunhofer
+\ /5 LONDON 1AIS




Multidimensional data

Data including multiple attributes
May have various types of references: objects, places, times, combinations ...
Multiple attributes referring to times: multidimensional time series

Multiple attributes referring to places: multidimensional spatial data

Multiple attributes referring to places + times: multidimensional spatial time
series

S22 CITY UNIVERSITY ZZ Fraunhofer
AL, LONDON 1als



Classes of spatio-temporal data

Include space and time as references or characteristics

Reference: objects; attributes: existence time + location + ...
— spatial events

Earthquakes, mobile phone calls, public events, ...

References: places + times; attributes: ...
— spatial time series

Weather, population census data for different years, election results, ...

References: objects + times; attributes: location + ...
— trajectories

Trajectories of people, animals, vehicles, icebergs, hurricanes, ...

-, CITY UNIVERSITY ZZ Fraunhofer
AL, LONDON 1als



Running example dataset: QO CTO

The reliable way

trajectories of cars in Milan

GPS-tracks of 17,241 cars in Milan, Italy

Time period: from Sunday, the 1st of April, sl
to Saturday, the 7th of April, 2007 '

Received from Octo Telematics

WWW.octotelematics.com

special thanks to Tina Martino

Data structure:

Anonymized car identifier
Date and time
Geographic coordinates
Speed

The trajectories from one
day are drawn on a map
with 5% opacity

\
i
Molino Sagrona !

2L CITY UNIVERSITY % Fraunhofer
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Spatial

events

9149877 45 435764 |04/0452007 12:18:58 404 =«
9118851 45 405876 |04/04/2007 04:30:18 305 | . :
9153637 45384422 |04/04/2007 05:50:05 539 References. ObJeCtS
9.088074 45 526165 |04/042007 08:38:20 241 ; . : : :
9.083102 45 52614 |04/042007 12:07:45 331 AttrlbUteS- existence time + Iocatlon + ...
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Spatial events may be extended in time and/or space

”
- - -
e.g., traffic jams
— /.
~ _Arese F - S 2
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Spatial time series

References: places + times; attributes: any

Example: number of cars that visited the regions of Milan in different hours of a day

928 852 a7a 840 7491 812 a85 883 926 1007 956 725 474 407 413 292 177
420 362 384 423 420 431 395 419 440 521 477 330 212 157 145 106 fi
265 207 218 222 200 216 236 240 261 243 260 178 a7 a5 74 a7 as
263 230 21 240 215 259 23 249 258 304 295 162 107 a0 a8 43 a3
2748 257 224 227 261 275 264 3 aon 330 281 202 126 102 94 64 46
512 464 4492 462 446 504 445 LEN 515 540 523 354 222 203 169 130 62
425 341 371 382 361 427 367 425 493 4949 448 261 187 164 127 a3 a0
304 247 236 265 245 240 276 264 338 335 301 1498 108 a2 72 a0 35
228 168 184 172 190 186 141 207 181 218 205 128 45 64 65 3z 34

Nor

WOTIVEST:

Purifi2asi

SO est
Guniflozsi

Data structure: (region, hour) — number of cars



Spatial time series

viewed as spatially distributed local (location-associated) time series

Time graph

Northwest Nontiyeast

M visitors by hours

1007 1007

500

Each line represents the temporal variation of the
attribute values in one place

M visitors by hours
__1oaoy

A,




Spatial time series

viewed as a temporal sequence of spatial situations

Numbers of cars in the regions in different hours are represented by
proportional sizes of the circle symbols. A sequence of spatial situations may
be visualised using an animated map (right) or multiple maps each showing
one time moment or interval (below).
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Trajectories

temporal sequences of spatial positions of discrete objects

104876 1 9119127 45958304 |04/0452007 0645145 »
104876 2 9142448 45958753 |04/04r2007F 06:45:489
104876 3 9.156594558 45554962 |04/0452007F 06:54:54
104876 4 91596504 45.5959017 (040452007 O7:00:12
104876 &) 9156504 45 855017 (04/0402007 0O7:11:08
104876 B 91596844 45947703 |04/04r2007F 071326
104876 T 9.156509 A5 547EEE |04/0452007F OF:19:23
104876 g 9162037 45954867 |04/04r2007F OF:40:02
104876 q 9167628 45 55907 (04/0402007 08:02:32
104876 10 9172845 45,9557 29 |04/04r2007F 08:05:38
104876 11 9172696 45555492 |04/0452007 10:03:31
104876 12 9166886 45,5449 (04042007 10:09:38
104876 13 91632599 A5 557983 |04/0452007F 10:12:058
104876 14 9162168 45954855 |04/0472007 10:13:91
104876 15 9162158 45 55487 (040402007 11:36:23
104876 16 9162622 45957976 |04/04r2007F 12:08:17
104876 17 916232 45 55496 (04/042007 12:09:19
104876 18 9162361 45954943 |04/0452007F 15:30:22
104876 18 9122161 45 85825 |04/042007 15:38:591
110800 1 9.266509 45386322 |04/04r2007F 05:21:45
110800 2 9.261211 45 40307 (040402007 05:22:487
110800 3 9.247442 454181 25 |04/0452007F 05:24:13
110800 4 9.2543533 45 43362 |04/0402007 05:29:44
110800 &5 9.287282 45451492 |04/0452007F 05:32:44
110800 3} 9.252168 45 468708 |04/0452007F 05:34:21
110800 T 9.2591433 4548671 (040452007 05:35:48
110800 g 9.258238 45 504066 |04/0452007F 05:37:05
110800 9 9260647 45522255 |04/042007 05:38:26
110800 10 Q278728 45 83516 |04/042007 05:39:48
110800 11 9274316 45533 76 |04/0402007 11:57:593
110800 12 9.261258 45519493 |04/0452007 11:59:21
110800 13 9256271 45502003 |04/042007 12:00:591
1 12:02:11
. References: objects + times; &5
1 . . . 12:06:14
' attributes: spatial location + ... s
110800 20 9.2¥0314 45382904 |04/045200F 12:10:10
116291 1 9234817 45 508648 |04/0452007 18:01:18
116291 2 9.287177 4581305 (04042007 18:06:57
116291 3 9255232 45 498352 |04/0452007 18:09:05 -~ Sear eaglabhad s

Space-time cube



Trajectories
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Trajectories
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Exercise: visual exploration of trajectories

Data: a small sample of daily trajectories

B Visualise the trajectories on a map and in a space-time cube.
B Find stops in the space-time cube.

B Select some trajectories on the map (by clicking) and examine their shapes
on the map and in the space-time cube. Rotate the cube when needed for
better seeing the trajectory shapes.

S22 CITY UNIVERSITY ZZ Fraunhofer
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Interactive Techniques for Exploration of
Spatio-Temporal Data

Focus: Interactive Filtering
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| Car trajectories from
— 04/04/2007
Total: 6731 objects

Spatial filtering e

Total: 9 objects; active: 0

« . i ’ M - rectangle
by a rectangular “spatial window Tota 1 objec
& g8} Map Questmaps
Total: 0 objects

Territory: Milan
Background

2.030 km
—

|E = svatialwindow (ﬂlter)l g N IE e  spatial window (fiten | i N

Total: 0 ohjects Total: 0 ohjects

) = Cartrajectories from ) = Cartrajectories from
04/04/2007 04/04/2007

Total: 6731 ohjects; active: 712 Total: 6731 ohjects; active: 1010

[ fo [ ] regioNs [ fo [ ] regions

Total: 9 ohjects; active: 0 Total: 9 objects; active: 0

M . rectangle M - rectangle

Total: 1 object Total: 1 ohject

H - Map Quest maps M - Map Quest maps
Total: 0 ohjects Total: 0 ohjects

Territory: Milan
IE] Background

2.046 km
A

Territory: Milan
m Background

2.030 km
A




Spatial filtering

by areas from a map layer

Cartrajectories from .
04/04/2007

Total: 6731 objects; active: 322

I E regions I

Total: 9 objects

=] . rectangle

Total: 1 object
EEE)  Map Questmaps
Total: 0 objects

4

Cartrajectories from i

M
04/04/2007

Total: 6731 objects; active: 3663

Total: 9 objects

M . rectangle

Total: 1 object
=] - Map Quest maps
Total: 0 objects

Territory: Milan
Filter by areas from the layer

Territory: Milan
Filter by areas from the layer:

-

regions - regions
Selected areas ¥ Reactto selection events Selected areas: [V Reactto selection events
Morthwest Southeast

" nofilter ¢ anyarea  all areas reverse order

I Invert filter

allareas  all areas in this order ¢ reverse order

Layers to be filtered

Layers to be filtered

rectangle rectangle
4
mmm  Cartrajectories from | ff N mmm  Cartrajectories from E'
04/04/2007 04/04/2007
Total: 6731 objects; active: 3068 Total: 6731 objects; active: 288
Im fd [ | re0i0NS I IE fomd [ ] re0ions I

Total: 9 objects Total: 9 objects

Mg rectangle M rectange

Total: 1 object Total: 1 object

B2 Map Questmaps EEE) Map Questmaps

Total: 0 objects Total: 0 objects

Territory: Milan Territorv Milan

Filter by areas from the layer Filter by areas from the layer:
regions - regions -
Selected areas ¥ React to selection events Selected areas: v Reactto selection events
Morthwest Southeast
allareas € all areas in this order ¢ reverse order " nofilter " anyarea (" allareas ¢ all areas in this order (&
I Invert filter
Layers to be filtered Layers to be filtered
rectangle

rectangle



Temporal filtering




Filtering by attributes

@ yes | 2.5112125639731846 Tracklenath 92.05424259943159 4 100.0%: 8311 from 8311
I
m 251 E‘ 92.06
© yes 4633333 Dubgtion (minutes) , 300.83334 5.8% : 479 from 8311
m 45 —("hoo ) [ | I
{+ yes | 2.7942850589752197 JWwerage speed, kmih 149.65696716308594 || 400.0% - 8311 from 8314
®no BN T 1497 —
5.3% 479 from 8311
|
[ Filter out missing values  Clear all filters | ¥ Display statistics [~ Dynamic update

Add attributes | Remove attributes hd

@ yes | 25112125639731845 Tracklength 92.05424259943159 100.0% : 8311 from 8311
|

m 251 E 92.06

& yes 4533333 ion (minutes) R AL 5.8%: 479 from 8311

@ yes | 2.7942850589752197 : ape spegll, Ryih 140.65696716308594 | g a9 - 564 from 8311

"N 75.0 —\ — 1487 || ]

0.9% : 73 from 8311
[ 1

¥ Filter out missing values  Clear all filters | [ Display statistics [ Dynamic update

Add atiributes | Remaove attributes -




Filtering by attributes

Start region

Dynamic Query for Trajectories from 04/04/2007 (10 min break). general data

4

- "Centre”

Change |’

Start region

80.9% : 6724 from 8311
|

‘Change ||

22.4% 1865 from 8311
[ I

17.7% - 1468 from 8311
|

End region

[¥ Filter out missing values  Clear all filters |
Add attributes |

Start region

[ Display statistics [ Dynamic update

» “Centre”

list
End region

- "Centre”

list

Remaove attributes

Dynamic Query for Trajectories from 04/04/2007 (10 min break). general data

4

Change |’

-

Start region

19.1% : 1587 from 8311
| |

Change |

T7.6% : 6446 from 8311
L

14.3% : 1190 from 8311
|| ]

[v Filter out missing values ~ Clear all filters |

Add attributes |

|v Display statistics [~ Dynamic update

Remove attributes

hd End region




Notes concerning interactive filtering

¥: Average speed, kmih

B Works not only for trajectories but for all o232 2314913_8%;3%?:
types of data, including spatial events, e
places and place-related data, and
flows between places

B Not only maps but all data displays
react to filtering and show its results

— Hence, filtering can be used to explore : xsttime
data by portions using multiple displays
that show different aspects of the data

593

There are also other types of interactive
filters

There are many other types of interactive “Ill ull

exploratory techniques

0.00 23.00

> CITY UNIVERSITY ZZ Fraunhofer
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Exercises on filtering

Data: trajectories divided into trips by 10 minutes break

Select trajectories passing near the Linate airport on
the east of the city. How many such trajectories exist?

Select trajectories visiting the regions Northwest, North, and Northeast.
Select trajectories visiting these regions in the given order, then in the
opposite order. Select trajectories that did not visit any of these regions.

Find how many cars were under way in the time intervals 03:00-05:00, 05:00-
07:00, 12:00-14:00, 18.00-20:00

Select trajectories with the length of at least 25 km. How many of them visit
the region Centre?

-, CITY UNIVERSITY ZZ Fraunhofer
AL, LONDON 1als



Data Transformations

Y.
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Variety of data transformations

for a variety of purposes

M For supporting abstraction

Simplification: reduce excessive detail and high-resolution fluctuations
Generalization: transform to larger units
E.g., time moments — intervals; points — areas; individual nominal values — categories

Grouping of similar and/or close items: elements — subsets
Aggregation: summarize values by larger units or by groups of items
B For managing large data volumes
Sampling; generalization; grouping; aggregation
B For obtaining task-relevant information
Computation of derived attributes

Feature extraction

E.g., trajectories - movement events, time series — trends, peaks, pits, ...

A CITY UNIVERSITY ZZ Fraunhofer
ATL. LONDON 1Al



Some examples of data transformations

Daily trajectories

divide iry
\ il fj aggregate

T

presence of cars in regions by time

aggregate intervals

flows (aggregate moves) of
cars between regions by time
intervals

e.g., stops =



(Aggregate) moves, or flows

Link (short for ‘spatial link’).:= a spatial object representing
directed relation, such as movement, between 2 locations.

A link is specified by a pair (origin place, destination place).

Links may have attributes such as number of moving objects,
number of transitions, movement speed, ...

Links with attributes describing collective
movements are called flows.

equal flows in
two opposite
directions

Flows may be represented on a map by

half-arrow symbols with widths proportional - unequal flows

. ) in two opposite
to numeric attribute values. directiofsp

Spatial time series of flows::= attribute values of the links in
different time moments or intervals:
((origin, destination), time) —
object count, transition count, speed, ...
Average speed (kmf/h) by hours

I moves by hours

0o o2 04 08 DB 10 12 14 16 18 20 22



Transformations of spatio-temporal
data structures

Integration

T

Extraction, disintegration

Extraction

Extraction

Spatial time
series

Prolectlon Prolectlon
Spatlal
dlstrlbutlons

CITY UNIVERSITY ZZ Fraunhofer
" LONDON 1Al

Aggregation Aggregation




VA support to data transformations

Example: generalization and spatio-temporal aggregation of trajectories




VA support to data transformations

Example: extraction of spatial events from trajectories




Exercises with transformed data (1)

Data: spatial time series of flows obtained by aggregating trajectories

B Visualise the total numbers of moves between places by line thicknesses
(widths of flow symbols)

B Select (by filtering) the links where the total N of moves is not less than 200

M Visualise the dynamics of the average speeds by line thicknesses on an
animated map display

B By animating the map, find cases when movement speeds
between two places in two opposite directions substantially differ ¥

Visualize the speed dynamics on a time graph. Select the links marked on the
|mages and descrlbe the respectlve speed dynamlcs over the day.

\

U SR UNIVERSITY ZZ Fraunhofer
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Exercises with transformed data (2)

Data: spatial point events obtained by extracting trip ends from trajectories

Observe the spatial distribution of the events on a map. Where do you see
event concentrations?

Observe the spatio-temporal distribution of the events in a space-time cube
(STC). What patterns in the STC correspond to the point concentrations on

= Cinisello f
o =

the map? j 0=

Using “spatial window” filter, select the point concentration
near the Linate airport on the east. Describe the corresponding
pattern in the STC. Are the events distributed evenly in time or
there are temporal concentrations and temporal gaps?

Aggregate the events by the regions and hourly time intervals. Visualize the
time series of event counts on a map by temporal diagrams (“value flow
diagrams”). What regions have the largest numbers of events? In what
regions there are peaks in the morning, in the afternoon, both?

S CITY UNIVERSITY ZZ Fraunhofer
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Clustering
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What is clustering?

B Loose definition: clustering is the process of organising objects into groups
whose members are close or similar in some way.

B A cluster is a group of objects which are “similar” or “close” between them
and are “dissimilar” or “distant” to the objects belonging to other clusters.

Example: clusters of trajectories similar in the followed routes

Average speed (km/h) by hours . y
160.6 1506

0.9

Example: clusters of spatially - _ ) o .
close points Example: clusters of similar time series and clusters of links similar in their time series

_—
© Fraunhofer-Institut fur Intelligente ﬁ C[TY UN[VERSITY % Fl’aunhOfer

Analyse- und Informationssysteme IAIS ¢ 3 LONDON 1AIS
EST 1894



Role of clustering in VA

B Grouping of similar or close items plays an essential role in VA

as a tool supporting abstraction: elements — subsets;
the subsets may be considered as wholes

as a tool to manage large data volumes

as a tool to study the behaviour of attributes (i.e., distribution of attribute
values) over the set of references, particularly,

multiple attributes
spatial and spatio-temporal positions of objects (events)
dynamic (time-variant) attributes, such as

time series of numeric values

trajectories of moving objects

CITY UNIVERSITY ZZ Fraunhofer
ATL. LONDON 1Al



Two major types of clustering

B Partition-based clustering: divide items into groups so that items within a
group are similar (close) and items from different groups are less similar
(more distant)

Examples: k-means, self-organizing map
Property of the result: each item belongs to some group

B Density-based clustering: find groups of highly similar (close) items and
separate from them items that are less similar (more distant) to others

Examples: DBScan, OPTICS

Properties of the results: some items belong to groups, other items remain
ungrouped and are treated as “noise”

S CITY UNIVERSITY ZZ Fraunhofer
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Two major types of clustering: an example

Partition-based: convex clusters including aII objects




Partition-based clustering

k-means: partitions data into k groups (k is a parameter specified by the user)

Data: 2D points (X,Y) K=2 K=4




Problem: what value of k to choose?

In general: for any computational technique, what parameter settings to choose?

B Typically not known in advance

Computation results (in particular, clusters) need to be properly visualised, to allow
examination by the user

B The user needs to run the tool with different settings and see how the results change

B The user then selects the settings bringing the “best” results:
easy to interpret (e.g., understandable spatial patterns)
internal variance within the clusters is sufficiently low
fit to the purpose (e.g., the intended analysis scale may require coarser or finer division)

® Different visualizations are needed for different types and structures of data

Clustering results are often represented
by colour-coding, which is applied to
different visual objects, depending on
the structure of the input data

Average speed (kmih) by hours

150.6

_Llog

. LONDON 1AIS



Visualization of clustering results

A single display may be not enough

K-means clustering of spatial events according to the spatial and temporal positions (X, y, time)

Temporal frequency histograms
show the temporal relations
between the clusters in a clearer
way than the space-time cube
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Clustering may be applied to multiple and
diverse attributes

[V 5 (965) [V 6(904) v 11(891) v 1(798) Vv 3(734)

v 2 (669) vV 7 (551) v 10 (488) v 9 (465) vV 12 (436) v 4(316)

win} r o - i<
. L1 o
» e = al
. B
!
3]
B
S 3 t L
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2"’
X ﬁ r
=8
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(5 4 -
Sy
-
B
’
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Example: 12 k-means clusters of trajectories grouped according to the x- and y-positions of the start points,
end points, and points in the middle of the paths, plus path lengths and spatial extents (i.e., lengths of the
bounding rectangle diagonals).



Clusters by multiple attributes may be explored
and interpreted using parallel coordinates plot

T ME[i094)
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Clusters are selected one by one through filtering. It is also possible to select two clusters for comparison.
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Clusters by time series of numeric attribute
values can be explored using a time graph

Average speed (kmih) by hours

r
150.6

Clusters can be selected one
by one for exploration and
interpretation or in pairs for

1e | comparison.,

5(86)
T(82)
2(70)
1(60)
v 3 (60)
8(59)
9(48)

-
180.6

2(70)
v 1(60)
3(60)
8 (59)
9 (48)




Density-based clustering (DBC)

Goal: find dense groups of close or similar objects

An object is treated as a core object of a cluster if there are at least N objects within the distance
(radius) R around it. These objects are called neighbours.

To make a cluster, (1) some core object with all its neighbours is taken; (2) for each core object
already included in the cluster, all its neighbours are also added to the cluster (if not added yet).

Some objects may remain out of any cluster (when they have not enough neighbours and do not
belong to the neighbourhood of any core object). These objects are treated as “noise”.

For DBC, the user needs to specify the neighbourhood radius R and the minimum number of
neighbours N. Therefore, the use of DBC requires an understandable definition of distance between
objects, e.g., spatial distance or spatio-temporal distance. It may be hard to choose R for a more
abstract “distance” between combinations of values of multiple diverse attributes.

Results of DBC greatly depend on the parameter choice. Visualisation and interactive exploration
help to find suitable values for R and N that lead to good results.

Grey: “noise”

Fraunhofer
1AIS



Exploring the impact of the DBC parameters

Example: DBC according to the spatial distances between points (trip ends)

R=500m, N=10 R=300m, N=10

Some clusters are still too loose.
R=100m, N=10

The clusters are nicely compact but, possibly, too
small and too few.

The clusters are too loose and too extended in space.
R=250m, N=10

The clusters are more or less OK.



Spatio-temporal distance in DBC

Example: clustering of trip ends according to distances in space and time

For any two objects, there is a distance in space dgy,c. and a distance in time dyy.,.
The user specifies two neighbourhood radii Rgp,ce aNd Ryjme, €.9., Rgpace= 300 m and Ry, = 30 minutes.

The clustering algorithm requires a single distance and a single radius; therefore, spatial and temporal
distances need to be combined together, for example, as d = max(dgpace /Rspacer dtime/Rtime) * Rspace-

% Spatio-temporal clusters of trip ends have been obtained with Rg,,..= 300 m,

Riime = 30 minutes, and N = 5. That is, two events are treated as neighbours if the

' distance in space between them is not more than 300m and the distance in time is not
%, more than 30 minutes. A core object of a cluster must have at least 5 neighbours.

Some clusters last in time for almost the whole day, others have shorter life times.
= There are clusters sharing the same area in space but disjoint in time.



Distances between trajectories

B Trajectories are complex objects consisting of multiple spatio-temporal points,
having origins and destinations, particular shapes, lengths, durations, and
dynamically changing movement directions and speeds.

B Itis hardly possible to define a distance measure that accounts for all these
properties. Even if it could be defined, it would be hard to understand. Hence,
it would be quite difficult to choose a meaningful value of R for clustering (as
In the case of multiple diverse attributes).

B |tis more feasible to create a library of simple distance measures (a.k.a.
distance functions) addressing different properties. For example,

spatial distance between origins and/or between destinations,
average spatial distance between corresponding points along the routes,

average spatial distance between points reached at the same times, ...

B Different aspects of trajectories are studied using different distance functions.

20 CITY UNIVERSITY ZZ Fraunhofer
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DB clusters of trajectories (example 1)

Distance function: the average spatial distance between the origins and between the destinations;
R=750m, N=5 Only 18 largest clusters are shown.

v 5(97) v 23(90) v 14 (36) ¥ 3(60) v 25 (58)

v 31(58) v 4(57) V17 (44) v 11 (43) v 19 (38) v 30(38)

v 37 (38) vV 12(37) v 1(36) v 16 (36) v 20 (35) v 27 (29)




Summarised representation of clusters of
trajectories

V(104 ¥ 5(97) ¥ 23 (90) ¥ 14 (86) ¥ 3(60) ¥ 25 (58)

Minor flows are omitted for a clearer view.

v 31(58) v 4(57) V17 (44) V11 (43) 2 377(38)7 v 30 {38)

v 19(38) vV 12(37) v 1(36) o |716J36) o W29(35) o WZZ(ZQ)




DB clusters of trajectories (example 2)

Distance function: “route similarity”, i.e., the average spatial distance between the corresponding points
along the route; R=750m, N=5

v 7047

v 29 (96)

vV 12 (126)

v 6’7(473) -

v 26 (89)

v 1(121)

vV 15 (86)

v 20 (37)

IV 46 (32)

v 9(108)

V17 (81)

IV 4(105)

~a

¥ 10 (59)

v 38 (26)

Only 18 largest clusters are shown.

v 3(97)

vV 25(57)

v 18 (25)




The same clusters represented in a
summarised form

¥ 12 (126) W 1(121) ¥ 9(108) ¥ 4(105) ¥ 3(97)

v 29 (96) v 26 (39) v 15 (36) ¥ 17 (81) ¥ 10 (59) 7 25(87)

vV 7 47) [V 6(43) v 20 (37) v 38 (26) v 18 (25)




Two major types of clustering: a reminder

B Partition-based clustering: divide items into groups so that items within a
group are similar (close) and items from different groups are less similar
(more distant)

Examples: k-means, self-organizing map
Property of the result: each item belongs to some group

B Density-based clustering: find groups of highly similar (close) items and
separate from them items that are less similar (more distant) to others

Examples: DBScan, OPTICS

Properties of the results: some items belong to groups, other items remain
ungrouped and are treated as “noise”

S CITY UNIVERSITY ZZ Fraunhofer
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Use of the two types of clustering

B Partition-based:
unites elements into subsets for
abstraction
decomposition of the analysis task and reduction of analytical workload
data aggregation

integrates multiple attributes, allows comparison of items in terms of multiple
attributes

B Density-based:
separates what is common, frequent from what is specific, infrequent
may be a tool for studying attribute behaviours (distributions)
concentrations of close/similar objects may have special meanings

e.g., spatio-temporal cluster of low speed events = traffic jam

&2, CITY UNIVERSITY ZZ Fraunhofer
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Interactive visual support to clustering

Trying various parameter setting; studying parameter impact

Clustering by k-means; k=7

M visits by hours
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Clustering by k-means; k=10

M visits by hours
r

137.0

‘[] o

1: 33 objects (7.3%)
2: 40 ohjects (8.9%)
3046 objects (10.2%)

4: 30 ohjects (6.7%) ] ~ X
. 1 LR
5. 4 ohjects (0.9%) Wi e 8¢

6: 23 ohjects (5.1%) ﬁ\‘.lli?“u:\
7: 31 objects (6.9%) ; : 1]
8: 73 ohjects (16.2%)
9 24 objects (5.3%)
10: 81 ohjects (18.0%)

]
|
[
L]
[ |
|
L
[ |
|
[ |

Stress:  0.0228

Color scale:

* rectangular
" polar

" none
Fifiipy: [ mirror>
W PreseneXvrato
¥ Show labels

3 o Refine projection




Interactive visual support to clustering

Trying various parameter setting; studying parameter impact

Interactive interface to a clustering tool
Immediate visualization of clustering results

Selection of clusters for close inspection and comparison

Visual displays of the components used for the clustering allow the analyst to
assess the internal variation in the clusters

In our example: numeric time series

M Visual displays of other data components supports interpretation of the
clusters

In our example: map
B Positions of cluster centres can be projected onto a coloured plane

Shows distances (amounts of difference) between the clusters

Cognitively beneficial colour assignment: close clusters receive similar colours

4,
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Interactive progressive clustering

Division of selected clusters with high internal variation
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Interactive progressive clustering

Applying different distance measures

Data: trajectories of cars in Milan

Step 1: clustering according to the spatial proximity of

the end points

Question: what are the most frequent destinations of car trips?

[V 2(448) IV 3(403) v 8(257) v 6(209)

v 4(141) v 14 (110) vV 5(103) v 18 (95) v 9(89)

vV 12 (175)

v 13 (76)




Interactive progressive clustering

Applying different distance measures (2)

Data: one (or more) selected cluster(s) from the previous step
Step 2: clustering according to the similarity of the routes (shapes)

Question: what routes are usually taken to get to the selected
destination?

W 7 (55) W 3(29) V2010 ¥ 5(9)

¥ 10 @) v 13 (5) v 14(5) v 44) V&) Va4




Interactive progressive clustering

Purposes

B Controlled refinement of previously obtained clusters for
reducing internal variation
more detailed investigation of data subsets of interest
B Study of a set of complex objects with heterogeneous properties
application of diverse distance measures addressing different properties

a single distance measure would be hard to implement and results would be
hard to interpret

incremental construction of multifaceted knowledge by progressively
considering different properties

25 CITY UNIVERSITY ZZ Fraunhofer
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Exercises on applying clustering (k-means)

Data: spatial time series obtained by aggregating trajectories

Visualise the time series of the average speeds of the traffic flows on a time graph.
Apply k-means to the time series. Take k=7; observe on the map how the clustering
separates the flows along the motorways from the flows in other parts of the city.

Try k=8. Have the spatial patterns changed? Have the flows along the motorways been
affected by the change of k?

By selecting clusters one by one (through filtering), observe on the time graph which
clusters have low internal variation (i.e., the lines are close to each other) and in which
clusters the internal variation is higher. What can be said about the variation in the
motorway-related clusters? What are the differences in the speed variation between
these clusters?

Try to refine the motorway-related clusters by progressive clustering: select only these
clusters (let the number be m) and apply the k-means tool with setting k=m+2. Observe
on the map and in the time graph how the clusters have been divided.

On what motorways and in what directions are the average movement speeds the
lowest?

A% CITY UNIVERSITY ZZ Fraunhofer
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Exercises on applying density-based clustering

Data: trajectories divided into trips by 10 minutes break

B Apply OPTICS clustering by trip destinations (i.e., end points of the trajectories) with
R=250 m and N=10.

B Represent the resulting clusters in a summarized form. Try summarisation using all
trajectory points and summarisation using only start and end points.

B What are the three most frequent trip destinations? Is there a cluster of trips ending in
the centre? How many trajectories does it include?

B Progressive clustering: apply (in groups) clustering with the distance function “route
similarity” to the four largest clusters obtained before (one cluster per group). Take
R=750 m and N=5. Describe the most frequently taken routes to the respective
destination areas.
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Where to read more about visual analytics
and about analysis of movement data

Gennady Andrienko - Natalia Andrienko
Peter Bak - Daniel Keim - Stefan Wrobel

Visual
Analytics of

Movement

@ Springer

Ch.1.
Ch.2.
Ch.3.
Ch.4.
Ch.5.
Ch.6.
Ch.7.
Ch.8.
Ch.9.

Springer, June 2013
ISBN 978-3-642-37582-8
397 p. 200 illus., 178 in colour

Introduction

Conceptual framework

Transformations of movement data

Visual analytics infrastructure

Visual analytics focusing on movers
Visual analytics focusing on spatial events
Visual analytics focusing on space

Visual analytics focusing on time

Discussion and outlook

- CITY UNIVERSITY ZZ Fraunhofer
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Multi-perspective analysis of movement

Movement data can be viewed from multiple complementary perspectives.

Multi-perspective analysis allows deeper and more comprehensive
understanding of the studied phenomenon, e.g., city traffic.

Trip destinations, routes...

Moving objects

Periodic variation of flow volumes;
Dependencies volume vs. speed

Trajectories

Movement data
Spatial event data Spatial time series .
Jimes
v Spatial distributions

Low speed events — traffic jams Periodic (daily and weekly)
variation of spatial situations

Locations

Local time series

Spatial events

CITY UNIVERSITY ZZ Fraunhofer
. LONDON 1AIS



Concluding summary

B Visual analytics tools and techniques support human analysts in performing
data analysis: Data — Information — Knowledge — Explanation

B VA tools and techniques enable analysts to exploit effectively their vision-
based cognitive capabilities

Abstraction, grasping general, characteristic features, pattern detection
and interpretation, ...

B VA tools and techniques divide the analytical labour between humans and
computers

Use computer processing where human judgement is not needed
Use computers to prepare data to human analysis

Use computers to present data to analysts in the most suitable form

N
w
]
|
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Multi-perspective Analysis of
Movement Data with
Visual Analytics

w, CITY UNIVERSITY
", LONDON

Gennady Andrienko
Natalia Andrienko

http://geoanalytics.net % Fra u N hOfer
IAIS

\



http://geoanalytics.net/

Visual Analytics

Enabling synergetic work of humans and computers

Interaction

@ Knowledge

Refinement

Visualisation

Visual mapping

Visual mapping

Perception

Transformation

Analysis

Features, patterns,
models, ...

Computational
processing

Controlling

ln}‘ CITY UNIVERSITY  ZZ Fraunhofer
", LONDON IAIS




Types of spatio-temporal data

Spatial events

(id, location, time, attributes)

Spatial time
series

Spatial
distributions

Local time
series

\
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Transformations of spatio-temporal
data structures

Integration

e —

Extraction, disintegration

Extraction Extraction

Spatial time
series
Projec‘ty wiection
Local time Spatial
series distributions

2 CITY UNIVERSITY  ZZ Fraunhofer
AL LONDON 1AIS

Aggregation Aggregation
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Transformations enable multi-perspective
analysis of movement data

Moving objects

Trajectories

Locations
Spatial events Movement data Local time series
Spatial time series <
Jimes

Spatial event data

Spatial distributions

A5 CITY UNIVERSITY ZZ Fraunhofer

s\J.. LONDON
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Running example dataset: QCTO
trajectories of cars in Milan he reliable way

l y !

GPS-tracks of 17,241 cars in Milan, Italy

Time period: from Sunday, the 1st of April, =7
to Saturday, the 7th of April, 2007

Received from Octo Telematics
WWW.octotelematics.com
special thanks to T.Martino

Data structure:

B Anonymized car identifier
B Date andtime

B Geographic coordinates
B Speed

The trajectories from one
day are drawn on a map
with 5% opacity

\
i
Molino Sagrona !
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Perspective 1.

Movement data In the form of trajectories

Movers

/—>

Trajectories

[~——

Spatial events /

Spatial eventdata

Movement data

\

Spatial time series

Locations

Local time series

Jimes

Spatial distributions

> CITY UNIVERSITY ZZ Fraunhofer
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Density-based clustering of trajectories:
What distance measure to use?

B Trajectories are time series of spatial positions and other movement attributes

B Trajectories are complex objects with heterogeneous properties: positions in
space and in time, shape, dynamics of speed, ...

B A single distance measure accounting for all properties would be hard to
iImplement and results would be hard to interpret

M Itis more feasible to create a library of simple distance measures (a.k.a.
distance functions) addressing different properties. For example,

spatial distance between origins and/or between destinations,
average spatial distance between corresponding points along the routes,

average spatial distance between points reached at the same times, ...

B Different aspects of trajectories are studied using different distance functions.

S
o
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DB clusters of trajectories (example 1)

Distance function: the average spatial distance between the origins and between the destinations;
R=750m, N=5 Only 18 largest clusters are shown.

v 5(97) v 23(90) v 14 (36) ¥ 3(60) v 25 (58)

v 31(58) v 4(57) V17 (44) v 11 (43) v 19 (38) v 30(38)

v 37 (38) vV 12(37) v 1(36) v 16 (36) v 20 (35) v 27 (29)




Summarised representation of clusters of
trajectories

V(104 ¥ 5(97) ¥ 23 (90) ¥ 14 (86) ¥ 3(60) ¥ 25 (58)

Minor flows are omitted for a clearer view.

v 31(58) v 4(57) V17 (44) V11 (43) 2 377(38)7 v 30 {38)

v 19(38) vV 12(37) v 1(36) o |716J36) o W29(35) o WZZ(ZQ)




DB clusters of trajectories (example 2)

Distance function: “route similarity”, i.e., the average spatial distance between the corresponding points
along the route; R=750m, N=5

v 7047

v 29 (96)

vV 12 (126)

v 6’7(473) -

v 26 (89)

v 1(121)

vV 15 (86)

v 20 (37)

IV 46 (32)

v 9(108)

V17 (81)

IV 4(105)

~a

¥ 10 (59)

v 38 (26)

Only 18 largest clusters are shown.

v 3(97)

vV 25(57)

v 18 (25)




The same clusters represented in a
summarised form

¥ 12 (126) W 1(121) ¥ 9(108) ¥ 4(105) ¥ 3(97)

v 29 (96) v 26 (39) v 15 (36) ¥ 17 (81) ¥ 10 (59) 7 25(87)

vV 7 47) [V 6(43) v 20 (37) v 38 (26) v 18 (25)




Interactive progressive clustering

Applying different distance measures at different steps

Data: trajectories of cars in Milan
Step 1: clustering according to the spatial proximity of the end points

Distance function: “common ends”
Question: what are the most frequent destinations of car trips?

v 8(257) v 6(209) v 12 (175)

v 2 (448) IV 3(403)

v 9(89) v 13 (76)

v 4(141) v 14 (110) vV 5(103) v 18 (95)




Interactive progressive clustering
Applying different distance measures (2)

Data: one (or more) selected cluster(s) from the previous step
Step 2: clustering according to the similarity of the routes (shapes)

Distance function: “route similarity”
Question: what routes are usually taken to get to the selected destination?

W 8 (70) W 7 (55) W 3(29) V2010 ¥ 5(9)

¥ 10 @) v 13 (5) v 14(5) v 44) V&) Va4




Clustering of very large sets of
trajectories

B Problem: clustering of complex objects (such as trajectories) involving non-
trivial distance functions (such as “route similarity”) can only be done in RAM,
l.e. for a relatively small dataset

B Our approach:
Take a subset (sample) of the objects suitable for processing in RAM.

Discover clusters in the subset.

Load the remaining objects into RAM by portions.

Classify each object = identify to which of the discovered clusters the object
belongs.
Store the result of the classification in the database.

Take the objects that remained unclassified and apply steps 1 to 3 to them.
Repeat the procedure until no meaningful new clusters can be discovered.

B Question: how to identify the cluster where an object belongs?

S CITY UNIVERSITY ZZ Fraunhofer
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Classifier, the main idea

B From each cluster C; select one or more representative objects (prototypes) and
respective distance thresholds:
{ (pty, dy), ..., (pt,, d,) } such that YoeC, 3k, 1<k<n: distance (o, pt,) < d,

The set of all cluster prototypes with the respective distance thresholds defines the classifier
B A new object o' may be ascribed to the cluster if the same condition holds for it.
= For each object from a large database:
measure the distances to all prototypes;

take the closest prototype among those with the distances below the thresholds
and ascribe the object to the respective cluster;

If no such prototypes found, label the object as unclassified.
B To select prototypes:

Divide the cluster into “round” subclusters

Take the medoid of each subcluster as one of the prototypes

Take the maximum of the distances from the subcluster medoid to the
subcluster members as the distance threshold for this prototype

4,
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+\ /5 LONDON 1AIS




Dividing a cluster into round sub-clusters:
an illustration using points
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This can be done by a variant of the K-medoids clustering algorithm
where the desired maximum radius of a subcluster is a parameter.
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Division of a cluster of trajectories into
“round” subclusters
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To obtain meaningful results, the analyst may
needs to review and, possibly, edit the classifier

Should | keep
the three
branches in
one cluster?

Or should |

divide the cluster
into two or three

clusters?
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Example of interactive editing
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What are the most frequent routes on Wednesday?

Result of clustering of single-day trajectories by route similarity

vi1(179)

v 17 (106)

v 29 (49)

v 3(133)

v 21(90)

[V 14 (40)

vV 16 (118)

v 39 (75)

v 26 (40)

v 2(108)

v 4(59)

A
"
\’14

v 7(36)

v 35 (108)

v 5(58)

v 23(32)




How frequent are these routes during the whole week?

Result of building a classifier and applying it to the whole set of trajectories

vi2(685)

v 61(536)

v 29 (298)

v 3(638)

IV 17 (450)

v 5 (269)

[v 16 (638)

[V 39 (445)

IV 26 (230)

v 1(636)

v 4 (427)

b |

pry ¢

vV 7(223)

M

v 35(622)

v 21(403)

v 11(212)




Further analysis of the trajectories

B The analysis is continued by loading a subset of the unclassified trajectories
(“noise”) to RAM, applying clustering to it, building a new classifier, and
applying the classifier to the whole set of unclassified trajectories.

B Empirical experience:

With each new iteration step, the number and the sizes of discovered
clusters substantially decrease in comparison to the previous step.

After 4-5 steps of the procedure, only very small clusters can be discovered.
The analyst’s effort needed for editing of the classifier also decreases.

The editing effort is high for big clusters with high internal variation, which
mostly appear in the first step; the following clusters are smaller and “cleaner”.

B Unfortunately, no formal criterion for terminating the procedure.
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Where to read more

G.Andrienko, N.Andrienko, S.Rinzivillo, M.Nanni, D.Pedreschi, F.Giannotti

Interactive Visual Clustering of Large Collections of Trajectories
IEEE Visual Analytics Science and Technology (VAST 2009)
Proceedings, IEEE Computer Society Press, 2009, pp.3-10
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Analysis of movement attributes

Investigate speed variation along a selected route: single day
SPEED
B <500
B 500-1000
RS [ 10.00-15.00
0 : — . [] 15.00-30.00
- 2 [ 30.00-50.00
[ s50.00-75.00
Bl 75.00-100.00

B 0000
B Nan

Average Duration
23

© Fraunhofer-Institut fur Intelligente
Analyse- und Informationssysteme IAIS

1AIS



Analysis of movement attributes

Investigate speed variation along a selected route: whole week

e

Speed (km/h) Average Duration e
<5.00
5.00 - 10.00
10.00 - 15.00
15.00 - 30.00
30.00 - 50.00
50.00 - 75.00
75.00 - 100.00 Sat
> 100.00
NaN

OIEEEO00DEE

Thu
Average Duration

23

Trajectory Count




Perspective 2:
Movement data In the form of spatial events

Movers

/ Trajectories

Spatial events'/

Spatial eventdata

Movement data\

Spatial time series

Locations

Local time series

Jimes

Spatial distributions

> CITY UNIVERSITY ZZ Fraunhofer
" LONDON

1AIS



Example of analysis focusing on
movement events

B Data: trajectories of cars in Milan

B Task: find places of traffic congestions and determine their characteristics
(times of the congestions, durations, numbers of cars involved, ...)

B Traffic congestion ~ dense spatio-temporal cluster of low speed movement
events

Movement direction must be taken into account

M Places of interest: areas where at least one traffic congestion occurred ~
areas containing the clusters

B Characteristics of places: time series of event counts, vehicle counts, ...
B Data transformations:
Trajectories — Events — Places — Spatial time series

-, CITY UNIVERSITY ZZ Fraunhofer
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Step 1: extract low speed events from the
trajectories RN TS———

Low speed := speed < 10 km/h



Vertical dimension < time




Step 2: density-based clustering of events

by spatio-temporal positions and directions

Distance function: (oo, if(d;>Ds)or3i|(d;>D;), i=0..n
s d. d d ) .
D. * max (—s, =2 —“) if (a) — neighbourhood defined as a cube
Ds Dﬂ Dn
d =4

A\ O gdp
D, * (D_) + Z (E) , if (b) —neighbourhood defined as a sphere
5 0 i

i=
oA

D, — spatial distance threshold; D,,D4,...,Dy - distance thresholds for other attributes

d..d,.dy,...,dy — distances; d, — distance in space

Distance in time (t;, t, are intervals): | Distance for a cyclic attribute (V is the cycle length):

ﬁmﬂ' _I_lend gfﬁz_lem’ < I_;srara‘ d(u . V) _ { |U1 — Vs |, |U1 — U2| = V;’Z
< < 1 V2, - .
V — |v1 — V3 , otherwise
a]'I (1‘1:33) — Iiﬂ'arr . I_;?w" Uﬂrlsrarr ~ I_;m"

0 otherwise
E.g., direction: V = 360°; d(5°,355°, 360°) = 10°
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The result of the density-

M gy Events

[ Representation method:
Qualitative colouring
Events
Clusters by spatio-tempaoral
distance + direction;
00m#1 0mini20%; 5 neighbars

-

1:17 objects (0.0%)
2: 5 objects (0.0%)

3: 6 ohjects {0.0%)

4: 9 ohjects {0.0%)

5. 21 objects (0.1%)
6:101 objects (0.3%)
7: 5 ohjects {0.0%)
8:117 objects (0.3%)
9: 55 objects (0.1%)
10: 8 objects (0.0%)
11: 16 ohjects {0.0%)
12:11 ohjects (0.0%)
13: 7 objects {0.0%)
14:11 objects (0.0%)
15: 6 objects (0.0%)
16: 8 objects (0.0%)
17: 15 ohjects {(0.0%)
20: 10 objects (0.0%)
21: 8 objects (0.0%)
22: 6 objects (0.0%)
23: 58 objects (0.1%)
24:12 ohjects {0.0%)
25: 6 objects (0.0%)
26: 7 objects (0.0%)
27: 26 ohjects {(0.1%)
28: 7 objects (0.0%)
29: 7 objects (0.0%)
30: 30 ohjects (0.1%)
31: 73 objects (0.2%)
32: 9 ohjects (0.0%)
33: 7 objects (0.0%)
34: 8 objects (0.0%)
35: 9 ohjects (0.0%)
36: 8 ohjects (0.0%)
37: 39 ohiects (0.1%)
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sss6 POSItioNs, and movement
v756 directions (STD) with the
"¢ distance thresholds 100
v26 meters, 10 minutes, and 20
V96 degrees and the minimum

s 0z Number of neighbors 5.

Vv 135 (6) . noise: 37708 objects (95.4%)

m

v noise (37708)
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The STD-clusters, noise hidden
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Step 3: unite STD-clusters in SD-clusters

Cluster the events from the STD-clusters by the spatial positions and directions

The result of the density-based clustering with the spatial distance
threshold of 100 m and direction distance threshold of 20°




Events that occurred in same or
close places but in different times
were formerly in different clusters,
but now they are in the same
clusters.

One SD-cluster includes one or
several STD-clusters.
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Step 4: outline the places of interest

Build spatial buffers around the SD-clusters of events
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Belt road north-south on the east of the city (A50)

Extended areas of & |
congested traffic 7
directed to the south

and southeast the north of the city

(A4)

Smaller areas of

obstructed movement
directed to the north
and northwest

.~ Very long area of
~congested traffic
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ooV N (6)

S vV SW (6)
v s

vV SE(4)

v NE (2)

Long area of congested
movements directed to the west

Belt road west-east on



Step 5: aggregate data by the places

and by suitable time intervals, e.g., hourly

M eve‘rjts by hiours
52.00

a0

G0

40

20

g P e = |
n4 3] na 10 12 14 16 18 20

Place-referenced time series of the counts of slow movement events



Buffers 50m
around 5D
clusters
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E4 Representation method:
Value flow diagrams

The temporal
diagrams show the
variation of the
attribute value
(vertical dimension)
over time (horizontal
dimension).

Clusters hy spatial distance &
direction: 100m,20°/5

N events hy hours
__92.00

0.00

E4 Representation method:
Qualitative colouring
Clusters hy spatial distance &
direction: 100m,20°5

Movement direction (text), mode

|l E: 9 objects (16.7%)

|l 6 objects (11.19%)

| ] NE: 2 objects (3.7%)

| [] w7 objects (13.0%)
|l s: 5 objects (9.3%)

| ] sE: 4 objects (7.4%)
|l =6 objects (1.1%)
| Il 15 objects (27.8%)

| Total: 53 ohjects
speed = 10 kmth

[ Representation method:
Qualitative colouring
Events

Clusters by spatial distance &
direction: 100m,20°/5
1: 83 objects {0.2%)
2: 235 objects {(0.6%)
3: 35 ohjects {0.1%)
4:164 objects (0.4%)
5:122 abjects {(0.3%)
6: 78 ohjects {0.2%)
7. 65 ohjects {(0.2%)
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Map fragment (northwest) enlarged

¢

%—TCongeSted traffic in the afternoon in the direction
' out of the city (northwest)

Congested traffic in the morning in the direction
to the south
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Other map fragments enlarged 4 B
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Where to read more

IEEE VAST 2011 paper (best paper award)

G.Andrienko, N.Andrienko, C.Hurter, S.Rinzivillo, S.Wrobel
From Movement Tracks through Events to Places:

Extracting and Characterizing Significant Places from Mobility Data
IEEE Visual Analytics Science and Technology (VAST 2011),
Proceedings, IEEE Computer Society Press, 183-192

Extended version, covering also scalable clustering of events

G.Andrienko, N.Andrienko, C.Hurter, S.Rinzivillo, S.Wrobel
Scalable Analysis of Movement Data for Extracting and Exploring

Significant Places
IEEE Transactions on Visualization and Computer Graphics,
2013, 19(7), 1078-1094
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Perspective 3:
Movement data In the form of spatial
situations

Movers

Trajectories
Locations
Spatial events Movement data Local time series

Spatial eventdata Spatial time series

Times
v Spatial distributions

\
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f the territory
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Cluster centres — seeds for Voronoi

tessellation
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Details:

Natalia Andrienko, Gennady Andrienko

Spatial Generalization and Aggregation of Massive Movement Data

IEEE Transactions on Visualization and Computer Graphics (TVCG), 2011, v.17 (2), pp.205-219

http://doi.ieeecomputersociety.org/10.1109/TVCG.2010.44



Spatial situations: presence

h \m

o RN Lopera ¥l | /YT

Situation is described by tuples like
<Place _id, time, attribute(s)>

R —
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Spatial situations: flows

f
-

...03-04h

M moves by time intervals

9100 Sjtuation is described by tuples like
<Link_id, time, attribute(s)>

Y.
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Clustering of spatial (flow) situations by
similarity

By
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Comparison of clusters of spatial
situations

4@ subtracted from
~ values for all

S




Where to read more

N.Andrienko, G.Andrienko, H.Stange, T.Liebig, D.Hecker
Visual Analytics for Understanding Spatial Situations from

Episodic Movement Data

Kinstliche Intelligenz, 2012, v.26 (3), pp.241-251
http://dx.doi.org/10.1007/s13218-012-0177-4
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Perspective 4:
Movement data in the form of local time
series

Movers

Trajectories
Locations
Spatial events Movement data Local time series
Spatial eventdata Spatial time series
Jimes
w Spatial distributions
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An alternative view of spatial time series:
a set of local time series

| £:| Time graph 1: Aggregated moves of cars EI@
M maves by hours
£8.00 A £5.00
1
: : ' n.aa
01,12 DEDD 0212 D3DEI 0312 DdIZIEI 0412 DSDD 0512 DEDD 0512 DTDD DT12

e e e e e e e e e e e e e e e e e e e e e
11:00.07:23 | 01;00 07:23

01:00 167 hours 07,23
& fix  fix ™ fix

iTime ERTEHTKDisplav‘Transfnrmatiun‘EventsKTrend‘SegmentatiunKCIaSSiﬂcatiun‘R statistics‘SelectiuniQuenr—
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An alternative view of spatial time series :
a set of local time series

Time graph 1: Aggregated moves of cars - |EI|5|
M mayes by hours
G9.00 G9.00
i i) : f\ f\l’n'll %
f KR 014

\ AN link_009_137: 45

J } \ v

| k% |

W NN
- ol / 1 . s -
0100 0112 0200 0212 0300 0312 (0400 0412 0500 0512 O0R00 0812 0700 D712

V¥ Show only selected objects W value flow W Value classes W Grid; Vert.grid period: |24 offset; |D

kTime ementkDiﬁmaﬁfKTransfurmatinnKTrend‘Segmentatinn‘CIassiﬂcatinnKR statistics‘SelectinnIQuew—

We wish to represent the essential characteristics of the ST-variation
explicitly by a formal model or a set of models.
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Methods for spatio-temporal modelling
(e.g. STARIMA)

Account for spatial and temporal dependencies

Require prior specification of multiple weight matrices expressing impacts
among locations for different temporal lags

may be difficult (the impacts are not easy to quantify)
Build a single global model of the entire spatio-temporal variation
It does not necessarily perform better than a set of local temporal models

Assume spatial smoothness of the modelled phenomenon, i.e., closer places
are more similar than more distant ones

May be not very suitable for spatially abrupt phenomena

S CITY UNIVERSITY ZZ Fraunhofer
+\ /5 LONDON 1AIS




Existing techniques for time series
modelling

+ Widely available in numerous statistical packages and libraries — can be
applied to spatially referenced time series

- The modelling methods are designed to deal with singular time series — hard
to use for a large number of time series

- Separate consideration of each time series ignores the phenomenon of
spatial dependence (relatedness and similarities among spatial locations or
objects)

- Separate consideration of each time series does not allow data abstraction
and generalisation over space

S CITY UNIVERSITY ZZ Fraunhofer
+\ /5 LONDON 1AIS



Combination of spatial and temporal
modelling

W Approach 1:
Model the temporal variation independently for each location

Model the spatial variation of the parameters of the temporal models, e.q.,
as a random field

Assumes that the character of the temporal variation is the same
everywhere and only the parameters differ

B Approach 2:

Model the spatial variation independently for each time step, e.g., as a
random field

Model the temporal variation of the parameters of the spatial models at
each location

B Both approaches assume spatial smoothness of the phenomenon

8
SAAX

CITY UNIVERSITY ZZ Fraunhofer
Wa 4.., LONDON 1AIS




Ou r ap p ro aC h Details:

Natalia Andrienko, Gennady Andrienko

A Visual Analytics Framework for
Spatio-temporal Analysis and Modelling

Step O:

Data Mining and Knowledge Discovery, 27(1), 55-83, 2013

Prepare
data

N

Step 1: Group time series http://dx.doi.org/10.1007/s10618-012-0285-7

N

Clustering >

Progressive
clustering

\/

@ Interactive )

re-grouping

Step 2: Analyse and model i
Select N Set i
method parameters :
! Step 4:
Compute and \ :
view model ——> Store model
| set
Step 3: Evaluate model i
Predict values Visualise and |
and compute [P analyse !
residuals residuals |




Step 1: Clustering
of local TS

B Here: k-means (Weka)
but may be another
partition-based method

Tried different k from 5 to 15

B |Immediate visual response
facilitates choosing the most
suitable k

F[3 Acgregated moved g

of cars

4 Representation method:
Qualitative colouring
Agaregated moves of cars

Clusters by k-means (7)

[ 1: 220 objects (10.2%)

2:126 objects (5.8%)

1] 3 84 objects (3.9%)

B ¢ 129 objects (6.0%)

1] 5:80 objects 3.7%)

B 6:397 objects (18.4%)

B 71119 objects (51.9%)

Total: 2155 objects

Mg Places

Total: 451 objects
m] - Google Maps

hybrid map
Total: 0 objects
m] - Google Maps

terrain map
Total: 0 objects
- Open Street Maps
Total: 0 objects
Territory: Milan, Italy

Background

001m
—

|£) Time graph 1: Aggregated moves of cars

I moaves by hours
-

63.00

[~ Show only selected objects ¥ Value flow [~ Value classes ¥ Grid; Vert.arid period: 24 offset 0
Statistics: [ Average [ i
Classes (lines)  + | = 'v 1w 2[¥ 3V 4% 5% 6¥ 7[¥ remainder

\

VERSITY ZZ Fraunhofer

N IAIS

Classes (lows). + —n_2|_3 5
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Step 1: Re-grouping by progressive
clustering

Clusters hy k-means (7) A Clusters by k-means (3)

7(1119) 7(1119)
6(397) 6(397)
1(220) 1(220)

vV 4(129) 2(126)
I~ 2(126) 3(84)
3(84)
| |7 560 v 8(51)
7 classes in total v 9(39)

Hide all | Showall | Ea ] [ 5 5)

9 classes in total

Hide all I Show all |

M moves by hours, mean

CITY UNIVERSITY % Fraunhofer
LONDON IAIS
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Step 2: Analysis and modelling

i

|£:| Time series analysis o llE s
M moves by hours
63.00 69.00
al
25 ) A N
v N /
DDDIA‘ T 1 T 1 T 1 T ) T 1 T T II T : T I T ‘DDD
01,00 01,12 02,00 0212 03,00 0312 04:00 04,12 0500 0512 06,00 0612 07,00 0F 12 08,00 08,12 09,00 09,12 10,00 1012 11;00

Check the presence of cyclic-\fariation ofthe data:

v Cycle: daily Step: 1 hour N of steps in cycle: 24

Cycle start in data: step
v Cycle: weekly  Step: 1 hour

M of steps in cycle: 168 Cycle start in data: step

Currentclass: 4 - previous B
Perform modelling based onthe ¢ percentile |50 & mean ¥ excluding 5 % ofthe ¥ highest W lowestvalues c l
Modelling method:  triple exponential smoothing (Holt-Winters) + [) F | [~ Show residuals Store modell Restore mode |
(Temporal cycles: (’ single cycle; length= 24 steps Cycle start: step 24
¢~ two cycles; inner cycle length = | 24 steps; outer cycle consists of |7 inner cycles Use 0 « additionaltime series E

L alpha (overall smoothing)= 0.816406 beta (trend smoothing)= 0.0 gamma (seasonal smoothing)= 0.0

kMDdE”ingKTime extent (model)‘Time extent (\riew)(Displa\,r‘Selection

A) Check automatically detected time cycles in the data.

B) Select the current class (cluster) for the analysis and modelling.
C) Build the representative TS.
D) Select the modelling method.

E) View and modify model parameters (this section changes depending on the selected modelling method).



Step 2: Analysis and modelling

|4

M moves by hours _

E9.00 59.00
a0
24

0.006% : . ; 0.00
01,00 0112 0200 0212 0300 03,12 04:00 0412 0500 0512 0600 0612 0700 0712 0800 0812 08:00 0912 1000 1012 11;00

Check the presence of cyclicvariation of the data:

¥ Cycle: daily Step: 1 hour M of steps in cycle: 24 Cycle startin data: step 0

¥ Cycle: weekly Step: 1 hour M of steps in cycle: 168 Cycle startin data: step 24

Curentclass: 4 = previous | next| Upodate classes | Take other classes |

Perform modelling based onthe ¢ percentile G“ mean V excluding 5 % ofthe v highest ¥ lowestvalues

Maodelling method:  triple exponential smoothing (Holt-Winters) - [~ Show residuals Store model Restore model

Temporal cycles: @ single cycle; length = 24 steps Cycle start: step 24
" two cycles: inner cycle Ieng‘[hzsteps; outer cycle consists of innercycles Use 0 - additionaltime series
alpha (overall smoothing) = 0.816406 beta (rend smoothing)= 0.0 gamma (seasonal smoothing)= 0.0

Store model set ‘

© Fraunhofer-Institut fur Intelligente
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LONDON

EST 1894

CITY UNIVERSITY % Fraunhofer

1AIS



Step 2: Analysis and modelling

M moves by hours

r
649.00 £9.00

a0

0.00 2% : :
01:00 01:12 000 0212 0200 0312 04:00 0412 05:00 0512 DB:00 DB:12 07.00 0712 0B:00 0812 00:00 09:12 10:00 10:12 1100

Check the presence of cyclicvariation of the data:
¥ Cycle: daily Step: 1 hour M of steps in cycle: 24 Cycle startin data: step o
¥ Cycle: weekly Step: 1 hour M of steps in cycle: 168  Cycle startin data: step 24

Curentclass: 4 = previous | next| Upcate classes | Take other classes

Perform modelling based onthe ¢ percentile 50 - |® mean W excluding 5 % ofthe v highest ¥ lowestvalues

Modelling m| ™ maves by hours :
69.00 f9.00
Temporal cy :
a0
A lI|.rp . L. A Asy
/ Al mvgl Rt | e iy
24 ! s s _' ﬂll ! , ]
TR : ' L ) \ "'\,I
0100 0112 0200 0212 0300 03,12 04,00 04,12 0500 0512 0600 0612 0700 0712 0800 0812 0900 0912 10:00 1012 11;00

alpha (overall smoothing)= 0.8 beta (trend smoothing)=  0.03 gamma (seasonal smoothing)= 0.1

-
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Step 2: Analysis and modelling

M moves by hours

649.00

a0

0.00 2% : :
01:00 01:12 000 0212 0200 0312 04:00 0412 05:00 0512 DB:00 DB:12 07.00 0712 0B:00 0812 00:00 09:12 10:00 10:12 1100

r
£9.00

Check the presence of cyclicvariation of the data:
[V Cycle: daily Step: 1 hour
[V Cycle:weekly Step: 1 hour

Cycle startin data: step 0
M of stepsin cycle: 168 Cycle startin data: step

M of steps in cycle: 24

24

Curentclass: 4 = previous | next| Upcate classes | Take other classes

Perform modelling based onthe ¢ percentile 50 - |® mean W excluding 5 % ofthe v highest ¥ lowestvalues

M moves by hours
f9.00

Madelling m

Temporal
a0

24

l""‘ii-l

L ot

01,00 0112 02,00 0212 0300 0312 04:00 04,12 0500 0512 06,00 06,12 07,00 0712 08,00 0512 0800 0912 10:00 10,12 11;00

r
E9.00

.00

& two cycles; inner cycle length = 24 steps; outer cycle consists of 7 inner cycles Use

alpha (overall smoothing)= 0.7 beta (trend smoothing)=  0.01 gamma (seasonal smoothing) =

10 « additional time series

05




Step 3: Model evaluation (analysis of
residuals)

B The goal is not to minimise the residuals

The model should not reproduce all fluctuations and outliers present in the
data

This should be an abstraction capturing the characteristic features of the
temporal variation

High values of the residuals do not mean low model quality

B The goal is to have the residuals randomly distributed in space and time
(no detectable patterns)

This means that the model correctly captures the characteristic, non-
random features of the temporal variation

S CITY UNIVERSITY ZZ Fraunhofer
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Analysis of residuals (example)

|£:| Time graph 1: Aggregated moves of cars EIIEI

L3253

v Value classes [ Save Order: j

Breaks: 3253 -1500-5.005.00150025.00 2840 | I ] . CE
+ T +
\Time extent‘DispIay‘Transformat\on‘Events‘Trend‘Segmentat\onkUaSSiﬂcaﬁUﬂ‘R statistics‘selectionrauew_

B No systematic bias: approximately equal numbers of positive and negative errors in each time
step

No periodic increases and decreases at the level of the whole group
However, we are not sure about individual objects
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More detailed analysis by subgroups

Mode| residuals

r
28.48

[ mirror =

Show labels

Refine projection |
Re-run projection

9 Niterations: 1000

Tesseuate| : : 0200 0212 0300 0312 0400 0412 0500 0512 0600 DR12
Value flow ¥ Value classes ¥ Grid; Vert.grid period: 24 offiset 0

L3243

o
Group radius (%). 20 e
P ) Statistics: [ Average [ Median Quanties: 10 « [ Save

‘Put classes in table column || Classes (ines):

I™ Broadcast colors

Put coordinates in table

Classes (flows):

Subclasses of cluster 4

by residuals Model residuals
v 3(20) 2848 28,48
v 2(10)
v 0(9) 128
v 1 (3) a0
v 5(3)
v 7(8) 125
v 4(6)
v o) -3-3552 -32.483
v 8(5) 0100 0112 0200 0212 0300 0312 04.00 0412 DSUD 0512 UE oo 06,12 o700 071z -
v B (2) I~ Show only selected objects [~ Value flow ¥ Value classes ¥ Grid; Vertgrid period: offset:
Statistics: [~ Average [~ Median Quantiles: 10 10 ~T Save
Classes (lines): o 12 3 4 5[ aligl 8 9 remainder

Classes (flows):

It may be reasonable to consider this subgroup separately -> back to re-grouping



Use of a model for prediction

B We obtain a common model for a group (cluster) of time series
Predicts the same values for all objects/places of the group

The statistical properties of the distribution of the predicted values in each place differ from the
distribution of the original values

B Adjustment of the prediction for individual objects/places:

Compute and store the basic statistics (quartiles) of the original values for each object/place i:
QL M;, Q3

Compute the statistics of the model-predicted values for the same time steps as the original
values: Q1, M, Q3 (common for the cluster)

Shift (level adjustment): S = M, — M
M; — Q1 _ Q3 - M

M-—QL M T Q3-m
Let vt be the model-predicted value for an arbitrary time step t and V¢, the individually adjusted

value for the place/object i )
Plaseron M+ Fp, (Vi— M) +S, ifvi< M

Scale factors (amplitude adjustment): F,,,, =

t —
vt =

M+ Fpigy(V'—M) + S, otherwise

-, CITY UNIVERSITY ZZ Fraunhofer
AL, LONDON 1als



Use of a model for prediction: example

Common prediction for a cluster:

0.0a n.aao
17M0/2011;00 18M10/2011;00 19M10/2011;00 201 @r2011;00 2110/2011;00 221 2011;00 2311r2011;00

Set of individually adjusted predictions for this cluster:

M moves by hours
h

0.00 0.00
17201100 18102011;00 191106201100 2001 072011;00 211002011;00 221 072011;00 231 002011;00

median




Prediction baseo

on the models

::-‘-! Time interval for prediction?

Model name:

Modelled attribute:

Objects described by the attribute:
Object classes

Start time

End time:

MNumber of steps:

daily: step length 1
weekly. steplength 1

Check model information:
Variation of N moves by hours: daily and weekly
M moves by hours
Aggregated moves of cars
Clusters by k-means (9)
01; 00H
07, 23H
168

Time cycle(s):

hours; number of steps 24

hours; number of steps 168

Annotation:

Periodic daily and weekly variation

Specify the time interval for the prediction:

from  19/09/2011;00

Dateftime template:

dd/mmiyyyy;hh

to  25/09/2011,23
(edit if needed)

ok

@ |£:| Time graph 1: Clusters by k-means (9): N moves by hours from 19/09/2011;00 to 25/09,/2011;23 EI@
LM moyes by hours
48.00 49.00
0 DDI\ 0.0o
1960972011;00 20008i2011;00 21/0872011;00 22608r2011;00 230087201100 24i09/2011;00 25008/2011;00
I~ Show only selected objects ¥ Value flow ¥ Value classes ¥ Grid: Vert.grid period: 24 offset 0
Statistics: [ Average ™ Median Quantiles: 1 =
5 Classes (lines) +|-W 1w 2 3V 4V 5¥el¥ 7V 8v¥ 9% remainder

Classes (flows). + a2 3I—II— SI—FI— 9 remainder
\Time extentxDiSp|aY‘Transformatiun‘Evems Trend Segmentation‘CIassiﬂcat\on‘ﬂ statist\cs‘SeIectiunIQuew_

wves of cars: N moves by hours from 19,/09/2011;00 to 25/09,/2011;23

Cancel

AV SN 3

21/09r2011,00

YA

20iM952011;00

‘ 19/09/2011;00

19/09/2011;00 167 hours
e fix " fix

A AN A

25i09/2011,00

\Time EXTEm‘Di5pIay‘Transformation‘Events‘Trend‘Segmentation‘CIasswﬂcalion‘R statislics‘SelectionIQuer\f_

L 0.0

25/09/2011;23

25/08/2011,23
" fix

T T




i |£| Time graph 1: Aggregated moves of cars: N moves by hours from 19/09/2011;00 to 25/09/2011;23

Predicted:

Original:

M moyes by hours
60.00

0.00 =5 o~

AN AN o

L 0.00

24/09r2011,00

19i09/2011,00 A 20/0972011;00 21/0972011,00 22i08/2011,00 23i09/2011,00 25i09/2011,00

"\2:| 1omaz011.00

25/09/2011;23

19/09/2011;00 167 hours 25/09/2011,23
Monday \w - Saturday o
LTime EX‘lEm‘Di5pIay‘TransmN’nation‘Events‘Trend‘Segmematiun‘o\assiﬂcation‘R Statistics‘SeIectionrQuer\f
\
\

|£:| Time graph 1: Aggregated mov\x of cars

i moyes by haurs

01,00 167 hours 0723
0+ fix  fix I fix
\Tlme BXIBmKD\Splay‘Transformation‘EventsKTrendKSegmentation‘CIassiﬂcatiunKR statwstics‘SeIeclionIQuew_
X ¢ i |

J. LONDON
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Comparison of actual values with
predicted (e.g., In monitoring)

Absolute differences Normalized differences

Actual M moves by hours - predicted Actual b moves by hours - predicted divided by
variance of predicted

-33.00 |
-10.00 -5.09
© Fraunhofer-Institut fiir Intelligente 10.00 CITY UNIVI -3.000
Analyse- und Informationssysteme A 28.00 LONDON 3000

EST 1894 25.000




Analysis and modelling of relationships
between two tlme varlant attributes

- & o / flow magnitudes
78 e AN ey /
TRl 6a.00 i 99:00

iy _W\VA W
RN T I
gl

. 0. A AN Py A ~ | 0.00
‘ 0100 01:12 02;00 0212 03;00 0312 0400 0412 0500 0512 06;00 0612 0700 0712 &

TC -~ mean speeds

e L""“F Average speed (km/h) by hours

110 RN /
A\ | 2287 / 2287
N, R 00
. 2
12NN
A«

|
|

aaaaaaaa

\ | A\ S
Aggregated moves of cars
N moves; total

7 52 , X ) \ | o}
A y H /1 Vb —
I 59 ’ y /N S
\ i3 4 .
\ N+ ] ANV ¥ T
/ /RS ) S
[ — ¥ /) R/ P poritesestd < . A
0 / ) 0
A8 | / N
100 X
-
A |
|

4779 /-

Sagrona

Total: 2155 objects

CITY UN[VERS[TY % Fraunhofer
LONDON 1AIS



Data transformation and
clustering

B Dependency of attribute A(t) on attribute B(t):
Divide the value range of B into intervals

For each interval, collect all values of A that co-
occur with the values of B from this interval

Compute statistics of the values of A: minimum,
maximum, median, mean, percentiles ...

For each of these, there is a series B — A, or A(B)

Max of Average speed (km/) depending on N maoves per hour Max of N maoves by hours depending on Average speed (km/h)
228.7] . r : : : : : ; : : : : : : : : : : : : : smstllsene T T T T T T _— 69,00
Dependencies of maximal mean speed on flow magnitude
20/ SN SSE [0 0 || 100 R s Lo
3.00 9.00 15.00 21.00 27.00 33.00 39.00 45.00 51.00 57.00 63.00 5.0 170.0

Dependencies of maximal flow magnitude on mean speed




Dependency modelling: flow - maximal

mean speed

Max of Average speed (kmih) depending on M moves per hour

3.00 .00 15.00 21.00

27.00

33.00

39.00

45.00

51.00 57.00

63.00

£9.00

75.00

1721

Madelling methad:

palynomial regression

polynomial order =

4

3.00

9.00

33.00

39.00

© Fraunhofer-Institut fur Intelligente
Analyse- und Informationssysteme IAIS

EST 1894

CITY UNIVERSITY % Fraunhofer

LONDON
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Dependency modelling: mean speed —
maximal flow

Max of M maves by hours depending on Average speed (kmih)
69.00 / ) £9.00
1.00 e e 1.00
20.0 45.0 70.0 §5.0 120.0 145.0 170.0 195.0

Modelling method:  polynomial regression - polynomial order= 5

20.0 450 70.0 a5.0 200 450 70.0 55.0
polynomial order= 6

-
© Fraunhofer-Institut fur Intelligente CITY UNIVERSITY % FraunhOfer
Analyse- und Informationssysteme IAIS LONDON 1AIS

EST 1894



Graphical representation of the models
built

9th decile of Average speead (km/h) by hours
130.3

1303

o los

0.4 )
224 504 784 1064 1344 1624 14904 2184 2464 2744 3024

e of M moves*al depending on Average speed (krmih)
2383

r
2393

2000

1500

52

© Fraunhofer-Institut fur Intelligente CITY UNIVERSITY % FraunhOfer
LONDON IAIS

Analyse- und Informationssysteme IAIS
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Use of the models:

simulation of extraordinary traffic from given places

The simulation requires the following prediction models:

1. (Place_1, Place_2 Time)-= M of cars

A set oftime series madels predicting the regular number of moves
{flowd from ane place to another by time intervals.

Variation of N moves by hours *50: daily and weekly

Select from available models

2 (Place_1, Place_2, N of cars) -= Possible speed

21 A set of dependency models predicting the maximal average speed of
maoving from one place to another depending on the place link load, i.e.,
nurmber of cars that try to move.

Variation of Max of Average speed (kmih) depending on N moves

Lr.‘! Transition times? s..‘
e

=)

Selectthe attribute defining the transition times.

Start ID
EndID

M of moves
Length L
B
Awverage speed (kmih); total

lA\rerage path length; km

Awverage path length ratio to link length

M trajectories; total *50

| »

M moves; total *50 -
Select from available models ¥ Use the weights of the links defined by the atiribute:
1 3. (Place_1, Place_2, Possible speed) -= N of cars | Length ) _ _ o
[ I Average move duration (minutes); total

A set of dependency madels predicting the maximal numhber of cars

fowd that will he ahle to mowve fram one place to another within a given

time interval depending on the maximal average speed with which the
i cars can move,

|| Variation of Max of N moves*50 depending on Average speed (kmih)

|
Ll
|| Scale factor for the model-predicted values:

[l Done |

:Select from available models |

1.0

Cancel |

Awverage speed (kmih); total

Average path length; km

Awverage path length ratio to link length
M trajectories; total *50

M moves; total *50

Median of N moves by hours *50

Max N moves by hours *50

1|

ll ﬂl Cancel |

ﬂ

Step 2 of the simulation:

Distribute moving objects among the destinations and routes

A given number of moving ohjects will be distributed among the
passible destinations, i.e., places from the layer Places,

The places need to have weights defined by some numeric
attribute.

Selectthe attribute defining the weights:

M visits

M staris

M ends

M visitors total

M visits total

l||M ends after 18:00

3000

i Localize the places on map |

The given nurmber of objects will be distributed among the 3
selected places of origin.

Continue |




Re-route traffic? The bottlenecks can be revealed even before

Please check ifthe expected link loads are reasonable. . .
|| If not, it may be desirable to re-route a part of the traffic to other links, if the sSimu Iatlon
possible.

This is modelled by madifying the link weights.

[fyou decide to do so, modify the weights or choose another attribute defining

)

the weinhts and press "Re-compute routes”. lep
Otherwise, press "Cantinue with current routes”. _]_] _J _] ,‘Idﬂq_| _’ [ ]
‘Re-compute routes i Continue with current routes | 3 ; "o 7 Data ransformation

Expected link load

Max: 3574
0T

Stop the process |

Qualitative colouring
Possible paths from 171, 134, 224
(12/06/2012 16:19:31): general data
Origin

B 134624 objects (35.7%) - Ny _ { am, {}(‘ T >§ I
| (] 171: 615 objects (35.2%) L W Ll A W I
. 224: 510 objects (29.2%) T MEL A AU P é :

- ' I b o ‘GP

| Total: 1749 objects S S A 7’1 I

M L| Marks ofthe places of MR- I~ t - s \ - L |
‘ - the origin of the 1

Ll

simulated extra traffic
(
Il Total: 3 objects

|1 3\ Flows of cars

j E4 Representation method: Line
( thickness

Flows of cars
Expected link load

| Total: 2155 objects

1 My Places

| Total: 451 objects

1 M - Open Street Map

Total: 0 objects 2\ AL iy, M ANT 2N )
Teritory: Milan, ltaly by / g A “IRLA ol ""“‘L_‘-———fk 1“\ \
1K o
1.015 km f AN
/

Min: 0
[~ invertfocus

[~ Dynamic map update

> Manipulate

Ins Descartes, CommonGIS V-Analytics 19952010 Milan cars data aggregated by 1km areas




Simulated trajectories

b ®,
& vl N

v Z Ar S / L B 3 ,/ .
141061201221:30:00 [} : L|15/061201201:24  14/0612012:21:30:00

Show the map on top of the cube

Some traffic re-routed to the south:

P e .

oy
i i el

14/06/2012;21:30:00 ‘l\

Show the map on top of the cube



The speeds on the northern motorway




Animation of simulation results

] = i
File Display Calculate Tools Options Help | @%l @“l | E'l .l xIdT"] | | -l 4
Balalal s ™ I y'
’; "‘ rT1||r nese: Enago | - Padarno
. LA IA 51 (4] Lamate DUgAZNG
Gnisell ‘i i
4 Cusang B'H'T:I? = Cusang i:';'"i'-'hpur-). 2 1
Aresg MilaninGr 1 e , Brugherig Aresg MilaninG L Brugherio| 4
Bollate Coftiar Bolla e Cofmiars ty
. } Bressi Sesiy Calonng Bresso Seshy ’11 ngna .o
bic fovate San Monzese A AlR San Wit s o
b r\_.":“:w AN 3 5 Fha r.hu.»f:lge 'Z.ipj\-c:'u'n i Carr
Sl culiM
4 #
A" Vimadrang Vimatrang
Per \ Per
c : Q Fid 3 : Fiolts
QOEM@reci Drharean
”/ b Segrate ! Segrate
jig -, 2ggic
(m]
Milana Milanao
I >
1l
Cesan
] Bosdgrie
Carsico Paschiard Carsica Peschiera
_ Barrarma _ Horrarmeo
TEFFAMI Trezzang
| Bl Lecinascn >4l Natglie Ueclnakon Porata
Milzrnese
_5an _ Son M
Giliana Giuliang =]
el Wilgnese
Porlesestn Porlesesis
Fzziinas Feziinasco
|£: Display time controls I = B &
E Pieve ] Melegn
Err i i i THLIE |
kil Display time contrals Basiho
L — 1010712013;21:30 | 1110712013,02:20

" LONDON

CITY UNIVERSITY / Fraunhofer

1AIS



Presence and flows for selected time intervals

a(=08/02/201 2245005 time interval=03/02/2012:21 30N visitorsdiydime intervals-time.inten

time interval=03/02/2012;22:00: N yisitars bydime intervals: timedntenal=08/02/201 2:22:00F time interval=03/02/2012:23:00: M yisitors bytime intervals: timgeintenal=08/02201223:00 time interval=04/02/2012;00:00:N yisitors Bydime intervals: timeiintenal=04/02201 200:00%

Circle area is proportional to M maoves by time intervals
value:

.—)2993
— 0




Multi-perspective analysis of movement

Trip destinations, routes...

Moving objects

Periodic variation of flow volumes;
Dependencies volume vs. speed

Trajectories

Movement data
Spatial event data Spatial time series .
Jimes
v Spatial distributions

Low speed events — traffic jams Periodic (daily and weekly)
variation of spatial situations

Locations

Local time series

Spatial events

\

~, CITY UNIVERSITY =ZZ Fraunhofer
", LONDON IAls



Bonus track: spatial decision support

collect and integrate data;

explore the data, identify

problems and opportunities

analyse and evaluate
the options; select the
most suitable option(s)

Intelligence: Design: Choice: Implement
understand find possible | choose the the action
» >
the problem ways to solve best action course
situation the problem(s) course chosen
visual analytics domain- and multi-criteria
techniques problem-specific analysis
modelling methods; visual
analytics
ﬂr |

> CITY UNIVERSITY ZZ Fraunhofer
" LONDON 1Al



Average hourly traffic flows and traffic jam events

?

M - Low speed events from
STD-clusters
(100m/1 0min/20deals)

Total: 40461 objects
E Mg  Agoregated moves 0f|

cars

E4 Representation method: Line
thickness

Aggregated moves of cars
Average N moves hy hours

0.00

28.45
Total: 2155 objects

M = Places

Total: 451 objects

=] - here.com: street map
Total: 0 objects

Territory: Milan

|:| Background

1.015 km
—

-|< v Data transformation
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Iris, Descartes, CommonGIS, V-Analytics 1995-2013: Trafficin Milan, 1 week

© Fraunhofer-Institut fur Intelligente

Analyse- und Informationssysteme IAIS

-3 i \ . X
‘A;E"S 2% Parco Aldo' |43
Aniasi g T IE

" Y § ) .
Fyec] 1% Bollates = 3?2
: ? osbiate TN (e
J \§ . [’Y/MNI‘I;J:Vate \
N /4 Milanese 2
S/

mﬂa~

'5'/
8 6,' =

I\

Moirago

Milano 3

y

)/ Fraz. Bieve
A

v

Z)\. fizzonasco

mates iy

Tolcinasco

ugm‘mAverage N moves by hours

i = [[vax 2845

o ¥

ﬁg&(bgno
onzese
v
t;ﬁmpdron:

L
e
pav\w Novegr“o
Fgdanini =2
’ A,

Aerozuo

di Linate
=

AN
Chiar:
Milanes

ik

!

) |
BN A -3

A min: 000
San Giull e et focus

3 Milape:
Ulteriano \ = IV Vary opacity
’w ;Qh Idane | Opacity range:
‘ -y ' om0 to 100
N\ \ 24 1000,
1) Sk%; [~ Dynamic map update

LS ‘_Manlnulate_
A

CITY UNIVERSITY ZZ Eraunhofer
<\ /i LONDON IAIS




Traffic jam events summarized by areas and directions
BT

O - Low speed events from
STD-clusters
(100m/10min/20deq/s)

Total: 40461 objects
MMy Adoregated moves of

cars

| v Data transformation

Average N moves by hours
Max 28.45

E4 Representation method: Line
thickness

Aggregated moves of cars

Average N moves by hours

0.00
28.45
Total: 2155 objects

ﬁ Places

E4 Representation method: Pies
Places visited by cars

direction=N: N events by
Movement direction
direction=NW: N events by
Movement direction
direction=W: N events hy
Movement direction
direction=SW: N events hy
Movement direction
direction=S: N events hy
Movement direction
direction=SE: N events by
Movement direction
direction=E: N events by
Movement direction
direction=NE: N events hy
Movement direction

449449 )09

Pie area is proportional to sum:
0

3143 P
Min:  0.00

Total: 451 objects invert focus

M - here.com: street map 4 ) 3 Y V' Vary opacity
Opacity range:

from 0.0 o poo
“ 100.0

Dynamic map update

Total: 0 objects
Territory: Milan

- Background

1.015 km
—

A 4
Iris, Descartes, CommonGIS, V-Analytics 1995-2013: Trafficin Milan, 1 week

-
© Fraunhofer-Institut fur Intelligente CITY UNIVERSITY % Frau nhOfer
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Traffic jam events summarized by areas and day times
s

O - Low speed events from

STD-clusters
(100m/10min/20deq/s)

Total: 40461 objects
“ Aggregated moves of Select object for p
cars % = . ;
o o NO comparison -

E4 Representation method: Line Compare by click in
thickness T mae -

Aggregated moves of cars , 7 S : :
Average N moves by hours > % < 4 z i 14 ? .‘? ? .?

IV Pie areais proportional to sum

—_—

0 3143

N jam events 05-09:00 work days
N jam events 15-18:00 work days
N jam events work days not rush
N jam events total (the rest of)

0.00
28.45
Total: 2155 objects

‘ Places

E4 Representation method: Pies
Places visited by cars

N jam events 05-09:00 work
days

' N jam events 15-18:00 work
days

' N jam events work days not
rush hours

W N jam events total (the rest of)

Pie area is proportional to sum:
0

. 3143

Total: 451 ohjects
M - here.com: street map
Total: 0 objects

drag to reorder

Territory: Milan
- Background

1.015 km
—

Show only selected objects

Setup diagrams |

A
Iris, Descartes, CommonGIS, V-Analytics 1995-2013: Trafficin Milan, 1 week

-
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¥ Data transformation

Traffic jam events summarized by links and day times
- "

O Low speed events = BT e S s an hour of day=18: N jam events by time

BN om STD-clusters ‘ EIEVENISUYE s : DU VA S I EVEN SV Gieltizes « 1088 ]
(100m/10min/20deq/5) 3 : Max:

Total: 40461 objects; active: 0

O Avorevated moves o
cars

E4 Representation method:
Multiple maps with line
thickness

Agaregated moves of cars
hour of day=5: N jam events by time
intervals (start + end)

hour of day=9: N jam events by time
intervals (start + end)

hour of day=15: N jam events hy
time intervals (start + end)

hour of day=18: N jam events hy
time intervals (start + end)

Total: 2155 objects

- Places

Total: 451 ohjects
- here.com: street map
Total: 0 objects

hour of day=18: N jam ey time:in

Territory: Milan
- Background

1.946 km
—

=
© Fraunhofer-Institut fur Intelligente CITY UNIVERSITY % FraunhOfer

Analyse- und Informationssysteme IAIS I_ON DON 1AIS
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Multi-criteria choice support tool

hour of day=5: M jam events by time intervals (start + end) 4
|/'|D T 1 I| T 1 1 1111 4 non |D.25 M
1H

Benefit
criteria

haur of day=15: N jam events by time intervals (start + end
|/'|DI | |I| [ | [ | [ | I1.DDD|U.25

Average speed (km/h) 05-09:00 work days % of total avera
I\‘lol | |I| | | | | | | |1.|:ID|:I|U.25

Cost criteria

Average speed (km/h) 15-18 work days % of total average
I\,lDI | |I| [ | [ | [ | I1.DDD|U.25

v Dynamic update

Set equal weights |
Add criterion |

Remaove criterion -

[™ Classify results

Bad

Good 4
y ¢ hourof day=5:1N

1K

hour of day=15:1

Average speed [

Average speed [

Evaluation scare

Ranking

drag to reorder

w Parallel coordinates cantrol panel

Run sensitivity analysis with current weights ..

CITY UNIVERSITY ZZ Fraunhofer

. LONDON 1AIS



Filtering by rank

¥ yes 1 Ranking

o

hour of day=5: N jam events by time intervals (start + end) 4
I;.ln | [ | I| | [ | [ | [ I1.DDD |U.25 M
4K

_hour of day=15: N jam events by time intervals (start + end
|}'|DI | |I| | | | | | | |1.|:ID|:I|U.25

Average speed (kmih) 05-09:00 work days % of total avera
|\,|DI [ |I| | [ | [ | [ I1.DDD|U.25

Average speed (kmih) 15-18 work days % of total average
|\,||:II | |I| | | | | | | |1.|:ID|:I|U.25

¥ Dynamic update

Set equal weights
Add criterion

Remaove criterion -

I Classify results

2155 { 4.6%:100from 2155
100 y N !
1K

4.6% : 100 from 2155

p hour of day=5: 1

haur of day=15:1

Average speead |

Average speead |

Evaluation scare

Ranking

drag to reorder
w Parallel coordinates cantrol panel

Run sensitivity analysis with current weights .. |

1AIS



Seeing results on a map

hour of day=5: N jam events by time intervals (start + end) 4

|D|| \

L 1.000 |u.25 4
1H

hour of day=15: N jam events by time intervals (start + end

|D|||I|||||||

1.000 [0.25

Average speed (kmih) 05-09:00 work days % of total avera

L 1.000 |u.25

|D|| \

Good

Average speed (kmih) 15-18 work da].rs % of total average

ann In 25

~
O Low speed events “ J

D 1ano
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[ Representation method: Line a. Evaluation score  100.0 drang to rearder
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0.00 N Milan “4}‘& 1 1L oo
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Giving priority to morning hours

hour deay B Njam events by time intervals (start + end) 4
o - 1000|060 ]
1K
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Giving priority to afternoon hours
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