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Some Movies … 
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http://www.youtube.com/watch?v=mVvc6NUeoHo 

http://www.youtube.com/watch?v=7oat7MatU_U 

http://www.youtube.com/watch?v=nKy2Sx2WYRE 

http://www.youtube.com/watch?v=mVvc6NUeoHo
http://www.youtube.com/watch?v=7oat7MatU_U
http://www.youtube.com/watch?v=nKy2Sx2WYRE
http://www.youtube.com/watch?v=nKy2Sx2WYRE


Positioning Process Mining 
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On the different roles of  

(process) models … 



Play-Out 
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event logprocess model
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Play-Out (Classical use of models) 
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A B C D 
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Play-In 
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event log process model
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Example Process Discovery 
(Vestia, Dutch housing agency, 208 cases, 5987 events) 
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Example Process Discovery 
(ASML, test process lithography systems, 154966 events)  

PAGE 9 



Example Process Discovery 
(AMC, 627 gynecological oncology patients, 24331 events)  
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Replay 
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event log process model

· extended model 

showing times, 

frequencies, etc.

· diagnostics

· predictions

· recommendations
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A B C D 
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A E D 



A

B

C

DE

p2

end

p4

p3p1

start

Replay can detect problems 
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A C D 

Problem! 

missing token 

Problem! 

token left behind 



Conformance Checking  
(WOZ objections Dutch municipality, 745 objections, 9583 event, f= 0.988) 
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Performance Analysis Using Replay 
(WOZ objections Dutch municipality, 745 objections, 9583 event, f= 0.988) 
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Models are like the glasses required to see 

and understand event data! 
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• conformance checking to diagnose deviations 

• squeezing reality into the model to do model-based 

analysis 

Alignments are essential! 
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process 

model 
event log 
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Example: BPI Challenge 2012 
(Dutch financial institute, doi:10.4121/uuid:3926db30-f712-4394-aebc-75976070e91f)  
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“O_DECLINED” and “W_Wijzigen 
contractgegevens” are often skipped

Many moves on log of 
“O_CANCELLED”,

”O_CREATED”,
”O_SELECTED”, 

“O_SENT” occurred 
with the same 

frequency value (i.e. 
60) before parallel 

branch

Many moves on log of 
“W_Afhandelen 
leads” ( > 2200 times) 
occurred in the end of 
traces

Loops of “W_Completeren aanvraag” and 
“W_Nabellen offertes” are often performed

Work of Arya Adriansyah (Replay project)  
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“O_DECLINED” and “W_Wijzigen 
contractgegevens” are often skipped

Many moves on log of 
“O_CANCELLED”,

”O_CREATED”,
”O_SELECTED”, 

“O_SENT” occurred 
with the same 

frequency value (i.e. 
60) before parallel 

branch

Many moves on log of 
“W_Afhandelen 
leads” ( > 2200 times) 
occurred in the end of 
traces

Loops of “W_Completeren aanvraag” and 
“W_Nabellen offertes” are often performed

Synchronous moves of 
“Completeren aanvraag”

Move on log of “Completeren aanvraag”

Moves on model towards end of traces

Move on log of “O_CANCELLED” and “A_CANCELLED”

“O_ACCEPTED” has average sojourn time of 27.07 minutes, 
while “A_REGISTERED”, ”A_ACTIVATED”, and 

“A_APPROVED” have average sojourn time of 29.56 minutes

Activity “W_Wijzigen contractgegevens” is the 
bottleneck, but it occured rarely (only 4 times)

The average waiting time for the input place of 
“W_Nabellen offertes+START” is very long (2.83 days) 
compares to the average waiting time of other places
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Desire Lines in Big Data 
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www.olifantenpaadjes.nl 
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http://www.olifantenpaadjes.nl/wp-content/uploads/2011/06/Koen-Olsthoorn.jpg
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http://www.olifantenpaadjes.nl/wp-content/uploads/2011/06/Peter-Huiskamp-Apeldoorn-a.jpg


Moore's Law 
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D=1.56 
D=2.03 

D=1.92 



• Starting point 2010:  

• Harddisk 1 Terabyte = 1012 bytes 

• Digital Universe 1.2 Zettabyte = 1.2*1021 bytes (estimate in 

IDC’s annual report, “The Digital Universe Decade – Are You Ready?” May 2010) 

• Disk needs to grow 230.16 = 1.2* 109 = 1.2*1021/ 1012 

times its current size. 

• Assuming D=1.56 this takes 30.16*1.56 = 47.05 

years. 

• Hence, in 2060 your laptop can contain all of 

today's digital universe (internet, computer files, 

transaction logs, movies, photos, music, books, 

databases, etc.)! 

 

 

A simple calculation 
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From Data to Actionable Knowledge 

29 

process 

mining

data-oriented analysis  

(data mining, machine learning, business intelligence)

process model analysis  

(simulation, verification, etc.)p
e

rfo
rm

a
n

c
e

-o
rie

n
te

d
 q

u
e

s
tio

n
s

, 

p
ro

b
le

m
s

 a
n

d
 s

o
lu

tio
n

s

c
o

m
p

lia
n

c
e

-o
rie

n
te

d
 q

u
e

s
tio

n
s

, 

p
ro

b
le

m
s

 a
n

d
 s

o
lu

tio
n

s



PAGE 30 

Process Mining 

• Process discovery: "What is 

really happening?" 

• Conformance checking: "Do 

we do what was agreed 

upon?" 

• Performance analysis: 

"Where are the bottlenecks?" 

• Process prediction: "Will this 

case be late?" 

• Process improvement: "How 

to redesign this process?" 

• Etc.  



Process Mining 

software 
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discovery

records 
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Starting point: event log 

PAGE 32 

XES, MXML, SA-MXML, CSV, etc. 



Simplified event log 
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a = register request,  

b = examine thoroughly,  

c = examine casually,  

d = check ticket, 

e = decide,  

f = reinitiate request,  

g = pay compensation,  

and h = reject request 



Process 

discovery 
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a
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Conformance 

checking 
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a
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case 7: e is 

executed 

without 

being 

enabled 

case 8: g or 

h is missing 

case 10: e 

is missing 

in second 

round 



Extension: Adding perspectives to 

model based on event log 

PAGE 36 

a

start register 

request

b

examine 
thoroughly

c

examine 
casually

d

check ticket

decide

pay 
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reject 
request

reinitiate 
request

e
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end
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c5

Performance information (e.g., the 

average time between two 

subsequent activities) can be 

extracted from the event log and 

visualized on top of the model.

A

A

A

A

A

E

M

M

Pete

Mike

Ellen

Role A:

Assistant

Sue

Sean

Role E:

Expert

Sara

Role M:

Manager
Decision rules (e.g., a decision tree 

based on data known at the time a 

particular choice was made) can be 

learned from the event log and used 

to annotated decisions.

The event log can be used to 

discover roles in the organization 

(e.g., groups of people with similar 

work patterns). These roles can be 

used to relate individuals and 

activities.



We applied ProM in >100 organizations 
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• Municipalities (e.g., Alkmaar, Heusden, Harderwijk, etc.) 

• Government agencies (e.g., Rijkswaterstaat, Centraal 

Justitieel Incasso Bureau, Justice department) 

• Insurance related agencies (e.g., UWV) 

• Banks (e.g., ING Bank) 

• Hospitals (e.g., AMC hospital, Catharina hospital) 

• Multinationals (e.g., DSM, Deloitte) 

• High-tech system manufacturers and their customers 

(e.g., Philips Healthcare, ASML, Ricoh, Thales) 

• Media companies (e.g. Winkwaves) 

• ... 



All supported by … 
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• Open-source (L-GPL), cf. www.processmining.org 

• Plug-in architecture 

• Plug-ins cover the whole process mining spectrum and 

also support classical forms of process analysis 



Process Models 

PAGE 39 



Petri nets 
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Reachability graph 
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How many states? 
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t
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WF-nets and soundness 
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start end



YAWL 
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BPMN 
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Event-Driven Process Chains (EPCs) 
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Representational bias matters, but … 
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…the visual representation is less relevant! 

The representational bias determinates 

the search space, but can be decoupled 

from the visualization. 



Process discovery 
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Process Discovery Techniques  

(small selection) 
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α algorithm 

α++ algorithm 

α# algorithm 

language-based regions 

state-based regions 

genetic mining 

heuristic mining 

hidden Markov models 

neural networks 

automata-based learning 

stochastic task graphs 

conformal process graph 

mining block structures 

multi-phase mining 

partial-order based mining 

fuzzy mining 

LTL mining 

ILP mining 

distributed genetic mining 

pattern-based mining 



Language identification in the limit  

(Mark Gold 1967) 

PAGE 50 
Language identification in the limit by E Mark Gold, Information and Control, 10(5):447–474, 1967. 

abc 

abd 

abc ? 

ab(c|d) ? 

ad 

abbc 

ac 

… (ad)|(ab(c|d)) ? 

ab*(c|d) ? 

A language is learnable in 

the limit if there exists a 

perfect child that 

generates only finitely 

many hypotheses. 

 



Learning is not easy … 

• Even simple languages like 

regular languages are not 

learnable in the limit. 

• Many settings: evil or well-

behaving mothers, with or 

without negative examples, 

frequencies, etc. 

PAGE 51 

sentence    trace in event log 

language    process model 



Why is process discovery such a difficult 

problem? 

• There are no negative examples (i.e., a log shows 

what has happened but does not show what could 

not happen). 

• Due to concurrency, loops, and choices the search 

space has a complex structure and the log typically 

contains only a fraction of all possible behaviors. 

• There is no clear relation between the size of a model 

and its behavior (i.e., a smaller model may generate 

more or less behavior although classical analysis 

and evaluation methods typically assume some 

monotonicity property). 

PAGE 52 



Problem 
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real 
process

event 
data

process 
model

record

process 
discovery

conformance 
checking

process 
discovery

conformance 
checking

“unknown”
“only examples”

real process 

is unknown 

event logs covers only a fraction 

of all possible behavior 

model needs to provide an abstraction: 

Murphy's Law of Process Mining 

only positive examples 



Challenge: four competing quality 

criteria 

 

PAGE 54 

process 

discovery

fitness

precisiongeneralization

simplicity

“able to replay event log” “Occam’s razor”

“not overfitting the log” “not underfitting the log”



Example: one log four models 
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a
start register 

request

b
examine 

thoroughly

c
examine 
casually

d
check
ticket

decide

pay 
compensation

reject 
request

reinitiate 
requeste

g

hf

end

a
start register 

request

c
examine 
casually

d
check
ticket

decide reject 
request

e h
end

N3 : fitness = +, precision = -, generalization = +, simplicity = +

N2 : fitness = -, precision = +, generalization = -, simplicity = +

a
start register 

request

b
examine 

thoroughly

c
examine 
casually

d

check ticket

decide

pay 
compensation

reject 
request

reinitiate 
request

e

g

h

f

end

N1 : fitness = +, precision = +, generalization = +, simplicity = +

a
start register 

request

c
examine 
casually

d
check
ticket

decide reject 
request

e h
end

N4 : fitness = +, precision = +, generalization = -, simplicity = -

a
register 

request

d
examine 
casually

c
check
ticket

decide reject 
request

e h

a c
examine 
casually

d
check
ticket

decide

e g

a d
examine 
casually

c
check
ticket

decide

e g

register 

request

register 

request
pay 

compensation

pay 
compensation

a
register 

request

b d
check
ticket

decide reject 
request

e h

a
register 

request

d b
check
ticket

decide reject 
request

e h

a b d
check
ticket

decide

e g
register 

request

pay 
compensation

examine 
thoroughly

examine 
thoroughly

examine 
thoroughly

… (all 21 variants seen in the log)
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1

1

1

# trace

1391

process 

discovery

fitness

precisiongeneralization

simplicity

“able to replay event log” “Occam’s razor”

“not overfitting the log” “not underfitting the log”



Model N1 
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request

b
examine 
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c
examine 
casually

d

check ticket

decide
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compensation
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request

reinitiate 
request

e
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h

f

end

N1 : fitness = +, precision = +, generalization = +, simplicity = +



Model N2 
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d
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e h
end

N2 : fitness = -, precision = +, generalization = -, simplicity = +



Model N3 
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end

N3 : fitness = +, precision = -, generalization = +, simplicity = +



Model N4 
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# trace

1391

a
start register 

request

c
examine 
casually

d
check
ticket

decide reject 
request

e h
end

N4 : fitness = +, precision = +, generalization = -, simplicity = -

a
register 

request

d
examine 
casually

c
check
ticket

decide reject 
request

e h

a c
examine 
casually

d
check
ticket

decide

e g

a d
examine 
casually

c
check
ticket

decide

e g

register 

request

register 

request

pay 
compensation

pay 
compensation

a
register 

request

b d
check
ticket

decide reject 
request

e h

a
register 

request

d b
check
ticket

decide reject 
request

e h

a b d
check
ticket

decide

e g
register 

request

pay 
compensation

examine 
thoroughly

examine 
thoroughly

examine 
thoroughly

… (all 21 variants seen in the log)



Example of a process discovery technique: 

Genetic Mining 

• Characteristics 
• requires a lot of computing power, but can be distributed easily, 

• can deal with noise, infrequent behavior, duplicate tasks, invisible tasks, 

• allows for incremental improvement and combinations with other 

approaches (heuristics post-optimization, etc.). 
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http://www.foxnews.com/story/0,2933,316375,00.html?sPage=fnc/scitech/evolution


Genetic process mining: Overview 
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Example: crossover 
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reject 
request

reinitiate 
request

e

g

h

f

end

a

start register 

request

b

examine 
thoroughly

c

examine 
casually

d

check ticket

decide

reinitiate 
request

e

f

a

start register 

request

b

examine 
thoroughly

c

examine 
casually

d

check ticket

decide

pay 
compensation

reject 
request

reinitiate 
request

e

g

h

f

end

pay 
compensation

reject 
request

g

h

end



Example: mutation 

PAGE 63 

a

start register 

request

b

examine 
thoroughly

c

examine 
casually

d

check ticket

decide

pay 
compensation

reject 
request

reinitiate 
request

e

g

h

f

end

a

start register 

request

b

examine 
thoroughly

c

examine 
casually

d

check ticket

decide

pay 
compensation

reject 
request

reinitiate 
request

e

g

h

f

end

remove place

added arc



Process discovery algorithms  
(small selection) 
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α algorithm 

α++ algorithm 

α# algorithm 

language-based regions 

state-based regions genetic mining 

heuristic mining 

hidden Markov models 

neural networks 

automata-based learning 

stochastic task graphs 

conformal process graph 

mining block structures 

multi-phase mining 
partial-order based mining 

fuzzy mining 

LTL mining 

ILP mining 

distributed genetic mining 

http://www.sxc.hu/browse.phtml?f=download&id=45559
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The α algorithm   



>,,||,# relations 
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• Direct succession: x>y iff for 

some case x is directly 

followed by y. 

• Causality: xy iff x>y and 

not y>x. 

• Parallel: x||y iff x>y and y>x 

• Choice: x#y iff not x>y and 

not y>x. 

a>b 

a>c 

a>e 

b>c 

b>d 

c>b 

c>d 

e>d 

ab 

ac 

ae 

bd 

cd 

ed 

b||c 

c||b 

abcd 

acbd 

aed 

b#e 

e#b 

c#e 

a#d 

… 



Basic idea used by α Algorithm (1) 
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a b

(a) sequence pattern: a→b



Basic idea used by α Algorithm (2) 
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a

b

c

(b) XOR-split pattern:

a→b, a→c, and b#c

a

b

c

(c) XOR-join pattern:

a→c, b→c, and a#b

a

b

c

(b) XOR-split pattern:

a→b, a→c, and b#c



Basic idea used by α Algorithm (3) 
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a

b

c

(d) AND-split pattern:

a→b, a→c, and b||c

a

b

c

(e) AND-join pattern:

a→c, b→c, and a||b

a

b

c

(d) AND-split pattern:

a→b, a→c, and b||c



Example Revisited 

a

b

c

de

p2

end

p4

p3p1

start

α algorithm  

a>b 

a>c 

a>e 

b>c 

b>d 

c>b 

c>d 

e>d 

ab 

ac 

ae 

bd 

cd 

ed 

b||c 

c||b 

b#e 

e#b 

c#e 

a#d 

… 
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Footprint of L1 

a

b

c

de

p2

end

p4

p3p1

start
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Footprint of L2 

a

b

c

df

p2

end

p4

p3p1

start

e

p5



Simple patterns 

a b

(a) sequence pattern: a→b

a

b

c

(b) XOR-split pattern:

a→b, a→c, and b#c

a

b

c

(c) XOR-join pattern:

a→c, b→c, and a#b

a

b

c

(d) AND-split pattern:

a→b, a→c, and b||c

a

b

c

(e) AND-join pattern:

a→c, b→c, and a||b
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Algorithm 

Let L be an event log over T. a(L) is defined as follows.  

1. TL = { t  T  |  $s  L t  s},  

2. TI = { t  T  |  $s  L t = first(s) },  

3. TO = { t  T  |  $s  L t = last(s) },  

4. XL = { (A,B) |  A  TL   A ≠ ø  B  TL  B ≠ ø    

"a  A"b  B a L b     "a1,a2  A a1#L a2    "b1,b2  B b1#L b2 },  

5. YL = { (A,B)  XL  |  "(A,B)  XL A  A B  B (A,B) = (A,B) },  

6. PL = { p(A,B)  |  (A,B)  YL } {iL,oL},  

7. FL = { (a,p(A,B))  |  (A,B)  YL   a  A }   { (p(A,B),b)  |  (A,B)  

YL   b  B }  { (iL,t)  |  t  TI}  { (t,oL)  | t  TO}, and  

8. a(L) = (PL,TL,FL).  
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The a-algorithm 

Let L be an event log over T. Then, a(L) is defined as 

follows: 

1. TL = { t  T  |  $s  L t  s},  

 Each activity in L corresponds to a transition in a(L). 

2. TI = { t  T  |  $s  L t = first(s) } 

 Fix the set of start activities – that is, the first elements 

of each trace: t1, …, tn, …, t’1, …, t’m  

3. TO = { t  T  |  $s  L t = last(s) } 

 Fix the set of end activities – that is, elements that 

appear last at a trace : t1, …, tn, …, t’1, …, t’m  
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Intuition next steps: Find places 
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Step 4: Calculate pairs (A, B) 

Step 5: Delete nonmaximal pairs (A, B) 

Step 6: Determine places p(A, B) from pairs (A, B) 

a1

...

a2

am

b1

b2

bn

p(A,B) ...

A={a1,a2, … am} B={b1,b2, … bn}



The a-algorithm (cont.) 

4. XL = { (A,B) |  A  TL  A ≠ ø  B  TL  B ≠ ø  

     "a  A"b  B a L b    

      "a1,a2  A a1#L a2   

      "b1,b2  B b1#L b2 },  
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1 

2 
3 

# 

1 

2 

# A B 

Find pairs (A, B) of sets of 

activities such that every element 

aA and every element bB are 

causally related (i.e., a L b), all 

elements in A are independent 

(a1#La2), and all elements in B are 

independent (b1#Lb2). 
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Places as footprints 

a1

...

a2

am

b1

b2

bn

p(A,B) ...

A={a1,a2, … am} B={b1,b2, … bn}



The a-algorithm (cont.) 

5. YL = { (A,B)  XL  |   

   "(A,B)  XL A  A B  B (A,B) = (A,B) } 

  

 

1 

2 
3 

# 

1 

2 

# A B 

Delete from set XL all pairs (A, B) that are not maximal! 

 

1 

2 

# 

1 

2 

# A' B' 

3 
# 

1 

# A B 



The a-algorithm (cont.) 

6. PL = { p(A,B)  |  (A,B)  YL }  {iL,oL},  
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iL 
oL 

a1

...

a2

am

b1

b2

bn

p(A,B) ...

A={a1,a2, … am} B={b1,b2, … bn}

Determine the place set: 

Each element (A, B) of YL 

is a place. To ensure the 

workflow structure, add a 

source place iL and a 

target place oL 



The a-algorithm (cont.) 

7. FL = { (a,p(A,B))  |  (A,B)  YL   a  A }   

    { (p(A,B),b)  |  (A,B)  YL   b  B }   

   { (iL,t)  |  t  TI}   { (t,oL)  | t  TO } 

 Determine the flow relation: Connect each place p(A,B) 

with each element a of its set A of source transitions 

and with each element of its set B of target transitions. 

In addition, draw an arc from the source place iL to each 

start transition t TI and an arc from each end transition 

t TO to the sink place oL. 

8. a(L) = (PL, TL, FL) 
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a

b

c

de

p2

end

p4

p3p1

start
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Another event log L3 
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Model for L3 

a b

c

d

e

p({a,f},{b})iL

p({b},{c})

p({b},{d})

p({c},{e})

p({d},{e})

g

oLp({e},{f,g})

f
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a b

c

d

e

p({a,f},{b})iL

p({b},{c})

p({b},{d})

p({c},{e})

p({d},{e})

g

oLp({e},{f,g})

f



Another event log L4 

b

c

p({a,b},{c}) oL

a

iL e

d

p({c},{d,e})
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Event log L5 
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Discovered model 

b

p({a},{e})

oLaiL

c

e

f

d

p({e},{f})

p({b},{c,f})p({a,d},{b})

p({c},{d})
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b

p({a},{e})

oLaiL

c

e

f

d

p({e},{f})

p({b},{c,f})p({a,d},{b})

p({c},{d})



Limitation of α algorithm: Implicit places 

g

a

c

d

e

f

b

p1

p2

Implicit places 

PAGE 94 



Limitation of α algorithm: Loops of length 1 

a c

b

a c

b

PAGE 95 

a>b 

a>c 

b>b 

b>c 

ab 

ac 

bc 

b||b 

a#a 

c#c 

… 

desired model 



Limitation of α algorithm: Loops of length 2 

a b d

c

a

b

d

c
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a>b 

b>c 

b>d 

c>b 

ab 

bd 

b||c 

desired model 



Limitation of α algorithm: Nonlocal 

dependencies  

b

c

a

e

dp1

p2

Not discovered! 
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Difficult constructs for α algorithm 

a

b

c
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Rediscovering process models 

The rediscovery problem:  

Is the discovered model N 

equivalent to the original model N? 

discovered

process

model

original process 

model
event

log

simulate discover

N=N’ ?

N N’
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Challenge: Finding the right 

representational bias 

PAGE 100 

a a

start endp

There is no WF-net with unique visible labels  

that exhibits this behavior. 



Another example 

a b

start endp1

c

τ

p1

(a)

a b

start endp1

c

p1

(b)

a

a b

start endp1

c

p1

(c)

There is no WF-

net with unique 

visible labels 

that exhibits this 

behavior. 
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Challenge: noise and incompleteness 

• To discover a suitable process model it is 

assumed that the event log contains a 

representative sample of behavior. 

• Two related phenomena: 

− Noise: the event log contains rare and 

infrequent behavior not representative for the 

typical behavior of the process. 

− Incompleteness: the event log contains too 

few events to be able to discover some of the 

underlying control-flow structures. 
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More on incompleteness 
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Balance four forces 
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fitness

simplicity

generalization

precision

Process

Mining

ability to explain 
observed behavior

avoiding 
underfitting

Occam’s Razor

avoiding 
overfitting

lift

gravity

thrust drag
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Challenge: Balancing 

Between Underfitting and 

Overfitting 



Flower model 
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g

a

c

d

e

f

b

start end

h



What is the best model? 

A D

C

EB

A D

C

EB

ACD

ACE

BCE

BCD

99 

0 

85 

0 
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http://upload.wikimedia.org/wikipedia/commons/0/03/Green_check.svg


What is the best model? 

A D

C

EB

A D

C

EB

ACD

ACE

BCE

BCD

99 

88 

85 

78 
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http://upload.wikimedia.org/wikipedia/commons/0/03/Green_check.svg


What is the best model? 

A D

C

EB

A D

C

EB

ACD

ACE

BCE

BCD

99 

2 

85 

3 
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α algorithm is just a starting point … 

PAGE 110 

α algorithm 

α++ algorithm 

α# algorithm 

language-based regions 

state-based regions 

genetic mining 

heuristic mining 

hidden Markov models 

neural networks 

automata-based learning 

stochastic task graphs 

conformal process graph 

mining block structures 

multi-phase mining 

partial-order based mining 

fuzzy mining 

LTL mining 

ILP mining 

distributed genetic mining 

pattern-based mining 



Conformance checking 
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software 

system

(process)

model

event

logs

models

analyzes

discovery

records 

events, e.g., 

messages, 

transactions, 

etc.

specifies 

configures 

implements

analyzes

supports/

controls

enhancement

conformance

“world”

people machines

organizations

components

business

processes



Four models, one log 
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a
start register 

request

b
examine 

thoroughly

c
examine 
casually

d

check ticket

decide

pay 
compensation

reject 
request

reinitiate 
request

e

g

h

f

end

p3p1

p2
p4

N1

p5

a
start register 

request

b
examine 

thoroughly

c
examine 
casually

check
ticket

decide

pay 
compensation

reject request

reinitiate request

e

g

h

f

endp1 p2

N2

d
p3

p4

a
start register 

request

c
examine 
casually

d
check
ticket

decide reject 
request

e h
end

p1

p2

p3

p4

p5

N3

a
start register 

request

b
examine 

thoroughly

c
examine 
casually

d
check
ticket

decide

pay 
compensation

reject 
request

reinitiate 
requeste

g

hf

end

N4

p1
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Replaying (1/7) 

σ1 on N1 
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a
start

b

c

d

e

g

h

f

end

p3p1

p2
p4

p5

p=0

c=0

m=0

r=0

p=1

c=0

m=0

r=0

p = produced 

c = consumed 

m = missing ≤ c 

r = remaining ≤ p 

p’ = p+1 



Replaying (2/7) 

σ1 on N1 
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a
start

b

c

d

e

g

h

f

end

p3p1

p2
p4

p5

p=1

c=0

m=0

r=0

a
start

b

c

d

e

g

h

f

end

p3p1

p2
p4

p5

p=3

c=1

m=0

r=0

p’ = p+2 

c’ = c+1 



Replaying (3/7) 

σ1 on N1 
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a
start

b

c

d

e

g

h

f

end

p3p1

p2
p4

p5

p=3

c=1

m=0

r=0

a
start

b

c

d

e

g

h

f

end

p3p1

p2
p4

p5

p=4

c=2

m=0

r=0

p’ = p+1 

c’ = c+1 



Replaying (4/7) 

σ1 on N1 
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a
start

b

c

d

e

g

h

f

end

p3p1

p2
p4

p5

p=4

c=2

m=0

r=0

a
start

b

c

d

e

g

h

f

end

p3p1

p2
p4

p5

p=5

c=3

m=0

r=0

p’ = p+1 

c’ = c+1 



Replaying (5/7) 

σ1 on N1 
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a
start

b

c

d

e

g

h

f

end

p3p1

p2
p4

p5

p=5

c=3

m=0

r=0

a
start

b

c

d

e

g

h

f

end

p3p1

p2
p4

p5

p=6

c=5

m=0

r=0

p’ = p+1 

c’ = c+2 



Replaying (6/7) 

σ1 on N1 
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a
start

b

c

d

e

g

h

f

end

p3p1

p2
p4

p5

p=6

c=5

m=0

r=0

a
start

b

c

d

e

g

h

f

end

p3p1

p2
p4

p5

p=7

c=6

m=0

r=0

p’ = p+1 

c’ = c+1 



Replaying (7/7) 

σ1 on N1 
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a
start

b

c

d

e

g

h

f

end

p3p1

p2
p4

p5

p=7

c=6

m=0

r=0

p=7

c=7

m=0

r=0

c’ = c+1 

m = 0 

r = 0 

no problems encountered 



Replaying (1/7) 

 σ3 on N2 
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a
start

b

c e

g

h

f

endp1 p2

d
p3

p4

p=0

c=0

m=0

r=0

p=1

c=0

m=0

r=0

p’ = p+1 

p = produced 

c = consumed 

m = missing ≤ c 

r = remaining ≤ p 



Replaying (2/7) 

 σ3 on N2 
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a
start

b

c e

g

h

f

endp1 p2

d
p3

p4

p=1

c=0

m=0

r=0

a
start

b

c e

g

h

f

p1 p2

d
p3

p4

p=2

c=1

m=0

r=0

end

p’ = p+1 

c’ = c+1 



Replaying (3/7) 

 σ3 on N2 
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a
start

b

c e

g

h

f

p1 p2

d
p3

p4

p=2

c=1

m=0

r=0

a
start

b

c e

g

h

f

p1 p2

d
p3

p4

p=3

c=2

m=1

r=0

m

end

end

p’ = p+1 

c’ = c+1 

m’ = m+1 



Replaying (4/7) 

 σ3 on N2 
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a
start

b

c e

g

h

f

p1 p2

d
p3

p4

p=3

c=2

m=1

r=0

a
start

b

c e

g

h

f

endp1 p2

d
p3

p4

p=4

c=3

m=1

r=0

m

m

end

p’ = p+1 

c’ = c+1 



Replaying (5/7) 

 σ3 on N2 
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a
start

b

c e

g

h

f

endp1 p2

d
p3

p4

p=4

c=3

m=1

r=0

a
start

b

c e

g

h

f

p1 p2

d
p3

p4

p=5

c=4

m=1

r=0

m

m

end

p’ = p+1 

c’ = c+1 



Replaying (6/7) 

 σ3 on N2 
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a
start

b

c e

g

h

f

p1 p2

d
p3

p4

p=5

c=4

m=1

r=0

a
start

b

c e

g

h

f

p1 p2

d
p3

p4

p=6

c=5

m=1

r=0

m

m

end

end

p’ = p+1 

c’ = c+1 



Replaying (7/7) 

 σ3 on N2 
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a
start

b

c e

g

h

f

p1 p2

d
p3

p4

p=6

c=5

m=1

r=0

p=6

c=6

m=1

r=1

mr

end

c’ = c+1 

r’ = r+1 

Problems: 

• m = 1 : d was forced to occur without being enabled 

• r = 1 : output of c was not used by d 



Computing fitness at trace level 
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a
start

b

c e

g

h

f

p1 p2

d
p3

p4

p=6

c=6

m=1

r=1

m
r

end



Computing fitness at the log level 
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a
start

b

c e

g

h

f

endp1 p2

d
p3

p4



Example values 
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a
start register 

request

b
examine 

thoroughly

c
examine 
casually

d

check ticket

decide

pay 
compensation

reject 
request

reinitiate 
request

e

g

h

f

end

p3p1

p2
p4

N1

p5

a
start register 

request

b
examine 

thoroughly

c
examine 
casually

check
ticket

decide

pay 
compensation

reject request

reinitiate request

e

g

h

f

endp1 p2

N2

d
p3

p4

a
start register 

request

c
examine 
casually

d
check
ticket

decide reject 
request

e h
end

p1

p2

p3

p4

p5

N3

a
start register 

request

b
examine 

thoroughly

c
examine 
casually

d
check
ticket

decide

pay 
compensation

reject 
request

reinitiate 
requeste

g

hf

end

N4

p1



Diagnostics 
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a
start register 

request

c
examine 
casually

d
check
ticket

decide reject 
request

e h
end

p1

p2

p3

p4

p5

1391

problem

430 tokens remain in place p1, 

because c did not happen while 

the model expected c to happen

1391

971 971

1537

1537 930 930

1537

15371537

1391

problem

146 tokens were missing in 

place p2 during replay, because 

d  happened while this was not 

possible according to the model

problem

10 tokens were missing in place p1 during 

replay, because c  happened while this 

was not possible according to the model

problem

566 tokens were missing in 

place p3 during replay, 

because e  happened 

while this was not possible 

according to the model

problem

607 tokens remain in place p5, 

because h did not happen while 

the model expected h to happen

problem

461 of the 1391 

cases did not 

reach place end

+430

-10
-566

-461+607

-146



Challenges related to 

conformance checking 

• Not as simple as it seems! 

• In case of duplicate tasks (two transition with the 

same label) or silent tasks (τ labeled transitions), 

multiple paths need to be considered (state space 

analysis, heuristics, or optimization). 

• More general formulation of the problem with costs 

associated to skipping/inserting particular tasks, see 

ProM latest conformance checker (A* algorithm). 

• Computing the most likely alignment is needed for 

other types of process mining (time analysis, 

measuring precision, social network analysis, etc.). 
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How can process mining help? 
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• Detect bottlenecks 

• Detect deviations 

• Performance 

measurement 

• Suggest improvements 

• Decision support (e.g., 

recommendation and 

prediction) 

• Provide mirror 

• Highlight important 

problems 

• Avoid ICT failures 

• Avoid management by 

PowerPoint  

• From “politics” to 

“analytics” 
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Example of a Lasagna process: WMO 

process of a Dutch municipality  
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Each line corresponds to one of the 528 requests that were 

handled in the period from 4-1-2009 until 28-2-2010. In total 

there are 5498 events represented as dots. The mean time 

needed to handled a case is approximately 25 days. 



WMO process 
(Wet Maatschappelijke Ondersteuning)  

• WMO refers to the social support act that came into 

force in The Netherlands on January 1st, 2007.  

• The aim of this act is to assist people with disabilities 

and impairments. Under the act, local authorities are 

required to give support to those who need it, e.g., 

household help, providing wheelchairs and 

scootmobiles, and adaptations to homes.  

• There are different processes for the different kinds of 

help. We focus on the process for handling requests 

for household help.  

• In a period of about one year, 528 requests for 

household WMO support were received.  

• These 528 requests generated 5498 events. 
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C-net discovered using 

heuristic miner (1/3) 
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C-net discovered using 

heuristic miner (2/3) 
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C-net discovered using 

heuristic miner (3/3) 
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Conformance check WMO process (1/3) 
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Conformance check WMO process (2/3) 
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Conformance check WMO process (3/3) 
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The fitness of the discovered 

process is 0.99521667. Of the 528 

cases, 496 cases fit perfectly 

whereas for 32 cases there are 

missing or remaining tokens. 



Bottleneck analysis WMO process (1/3) 

 

PAGE 143 



Bottleneck analysis WMO process (2/3) 
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Bottleneck analysis WMO process (3/3) 
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flow time of 

approx. 25 days 

with a standard 

deviation of 

approx. 28 



Two additional Lasagna processes 
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RWS 

(“Rijkswaterstaat”) 

process 

WOZ (“Waardering 

Onroerende Zaken”) 

process 



RWS Process 
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• The Dutch national public works department, called 

“Rijkswaterstaat” (RWS), has twelve provincial offices. 

We analyzed the handling of invoices in one of these 

offices. 

• The office employs about 1,000 civil servants and is 

primarily responsible for the construction and 

maintenance of the road and water infrastructure in its 

province.  

• To perform its functions, the RWS office subcontracts 

various parties such as road construction companies, 

cleaning companies, and environmental bureaus. Also, 

it purchases services and products to support its 

construction, maintenance, and administrative 

activities. 

 



C-net discovered using heuristic miner 
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Social network constructed based on 

handovers of work 
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Each of the 271 nodes 

corresponds to a civil 

servant. Two civil 

servants are 

connected if one 

executed an activity 

causally following an 

activity executed by the 

other civil servant 



Social network consisting of civil servants that 

executed more than 2000 activities in a 9 month period. 
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The darker arcs 

indicate the strongest 

relationships in the 

social network.  

Nodes having the 

same color belong to 

the same clique. 



WOZ process 

• Event log containing information about 745 objections 

against the so-called WOZ (“Waardering Onroerende 

Zaken”) valuation. 

• Dutch municipalities need to estimate the value of 

houses and apartments. The WOZ value is used as a 

basis for determining the real-estate property tax. 

• The higher the WOZ value, the more tax the owner needs 

to pay. Therefore, there are many objections (i.e., 

appeals) of citizens that assert that the WOZ value is too 

high. 

• “WOZ process” discovered for another municipality (i.e., 

different from the one for which we analyzed the WMO 

process). 
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Discovered process model 
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The log contains events related to 745 objections against the 

so-called WOZ valuation. These 745 objections generated 9583 

events. There are 13 activities. For 12 of these activities both 

start and complete events are recorded. Hence, the WF-net has 

25 transitions. 



Conformance checker: 
(fitness is 0.98876214) 
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Performance analysis 

 

PAGE 154 

bottleneck detection: places are 

colored based on average durations

information on 

total flow time

time required to 

move from one 

activity to another



Resource-activity matrix 

(four groups discovered) 

 

PAGE 155 

clique 2

clique 1

clique 3

clique 4
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Example of a Spaghetti process  
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Spaghetti process describing the diagnosis and treatment of 2765 

patients in a Dutch hospital. The process model was constructed 

based on an event log containing 114,592 events. There are 619 

different activities (taking event types into account) executed by 266 

different individuals (doctors, nurses, etc.). 



Fragment 
18 activities of the 619 activities (2.9%) 
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Another example 
(event log of Dutch housing agency) 
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The event log contains 208 

cases that generated 5987 

events. There are 74 

different activities. 
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Business process maps 
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The first geographical maps date back 

to the 7th Millennium BC. Since then 

cartographers have improved their 

skills and techniques to create maps 

thereby addressing problems such as 

clearly representing desired traits, 

eliminating irrelevant details, reducing 

complexity, and improving 

understandability. 
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most process modeling notations assume a fixed hierarchy 

no seamless zoom-in and zoom out! 

traditional hierarchy concepts  

don't support "Google Maps" abstraction 
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Business process movies 

 

PAGE 166 



Navigation 

• Whereas a TomTom device is continuously showing 

the expected arrival time, users of today’s 

information systems are often left clueless about 

likely outcomes of the cases they are working on. 

• Car navigation systems provide directions and 

guidance without controlling the driver. The driver is 

still in control, but, given a goal (e.g. to get from A to 

B as fast as possible), the navigation system 

recommends the next action to be taken. 

• Operational support provides TomTom functionality 

for business processes. 
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Predict: When will I be home? At 11.26! 

Recommend: How to get home ASAP? Take a left turn! 

Detect: You drive too fast! 



Relating the process mining framework 

to cartography and navigation  
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600+ plug-ins available covering the whole process 

mining spectrum 
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Download from: www.processmining.org 

open-source (L-GPL) 



Commercial Alternatives 

• Disco (Fluxicon) 

• Perceptive Process Mining 
(before Futura Reflect and BPM|one) 

• ARIS Process Performance 

Manager 

• QPR ProcessAnalyzer 

• Interstage Process Discovery 

(Fujitsu) 

• Discovery Analyst (StereoLOGIC) 

• XMAnalyzer (XMPro) 

• … 
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The Sexiest Job of the 21st century 

(thanks to Moore's Law) 
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Conclusion 

• Process leave traces in event logs. So, if you are 

interested in processes, use them! 

• Process mining: challenging and highly relevant.  

• Process discovery challenge 

− balancing between different objectives 

− only example behavior 

• Conformance checking challenge 

− finding the most likely trace 

− dealing with silent/duplicate steps 

• Relation to Google Maps and TomTom 

• Eldorado for exciting research! 
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www.processmining.org 
 

www.win.tue.nl/ieeetfpm/ 


