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SCMs
One key piece of information that is not included in the representation of 
the graph is the functional relationship between nodes. 

f2 f3
P(X, Y, Z ) = P(Z )P(X |Z )P(Y |X, Z )

f1
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SCMs
The causal diagram can be seen as a representation of an underlying structural causal 
model (generative model).


A structural causal model (SCM) is comprised of three components:


1. A set of variables describing the state of the universe and how it relates to a 
particular data set we are provided. 


2. Causal model (DAG), which describe the causal effect variables have on one another.


3. A probability distribution defined over observed variables in the model, describing 
the likelihood that each variable takes a particular value.




CAUSAL INFERENCE AND MACHINE LEARNING 4

SCMs

f1 f2 f3
P(X, Y, Z ) = P(Z )P(X |Z )P(Y |X, Z )
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SCMs

We can estimate  from data by using statistical/ML methods. fi

Z ← f1(ϵZ)
X ← f2(Z, ϵX)

Y ← f3(X, Z, ϵY)

Structural Causal Model

 are independent 
exogenous background 
factors represented by 
an arbitrary noise 
distribution. 


ϵi

ϵZ

ϵX ϵY
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SCMs
Actions can now be defined as interventions on variables in the model. For 
example, intervening on  amounts to deleting  and setting  to a constant 
value .

X f2 X
x0

Z ← f1(ϵZ)
X ← x0

Y ← f3(X, Z, ϵY)

Modified 
Structural Causal Model

ϵZ

ϵY
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SCMs

Given a certain observational sample  and an intervention , 
a counterfactual is the result of an hypothetical experiment in the past, what would 
have happened to the value of variable  had we intervened on  by assigning value .


Identifiable counterfactuals can be computed as a three-step process by using a SCM:


1. Abduction: compute the posterior distribution of  conditioned on . 

2. Intervention: apply the desired intervention 

3. Prediction: compute the required prediction in the intervened distribution. 

e = (xe, ye, ze) do(X = xq)

Y X xq

(ϵX, ϵY, ϵZ) e
do(X = x)
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Counterfactuals (example)
Let’s support that we want to rent an apartment and we train a model with real data to 
predict a price.


After entering all the details about size, location, whether pets are allowed and so on, the 
model tells us that we can charge 900€.


How could we get (by doing an intervention) 1000€?  We can play with the feature values of 
the apartment to see how we can improve the value of the apartment!


We find out that the apartment could be rented out for over 1000 Euro, if it were 15 m2 larger. 
Interesting, but non-actionable knowledge, because we cannot enlarge the apartment. 


Finally, by tweaking only the feature values under our control (built-in kitchen yes/no, pets 
allowed yes/no, type of floor, etc.), we find out that if we allow pets and install windows with 
better insulation, we can charge 1000€. 
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SCMs

d o (X = x0)
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SCMs

An SCM encodes the intervened distribution, from which we can sample and compute 
causal queries and counterfactual queries (if they are identifiable).


For example, we can compute this causal query


as
𝔼(Y |do(X = x1)) − 𝔼(Y |do(X = x0))

∑
e

P(Y* |X* = x1, X = xe, Y = ye, Z = ze) − ∑
e

P(Y* |X* = x0, X = xe, Y = ye, Z = ze)
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SCMs

We can also compute counterfactual queries, which are very interesting for 
explainability and fairness analysis.


Would my salary be higher if I were non-black?


For every individual  we only see  or 
 (not both!), but we can consider its counterfactual.

e Pr(Y = ye |A = 𝚋𝚕𝚊𝚌𝚔)
Pr(Y = ye |A = 𝚗𝚘𝚗_𝚋𝚕𝚊𝚌𝚔)
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SCMs

Individual Counterfactual Fairness (ICF), for individual 


Counterfactual Parity (CP), 


Conditional Counterfactual Parity (CCP),


Pr (Y* = ye |A* = 𝚗𝚘𝚗_𝚋𝚕𝚊𝚌𝚔) = Pr (Y = ye |A = 𝚋𝚕𝚊𝚌𝚔)

Would the mean salary be different if 
everyone were black?

𝔼[Pr (Y* |A* = 𝚗𝚘𝚗_𝚋𝚕𝚊𝚌𝚔)] = 𝔼[Pr (Y* |A* = 𝚋𝚕𝚊𝚌𝚔)]

𝔼[Pr (Y* |A* = 𝚗𝚘𝚗_𝚋𝚕𝚊𝚌𝚔, X )] = 𝔼[Pr (Y* |A* = 𝚋𝚕𝚊𝚌𝚔, X )]

Would the mean salary be different if 
everyone were black, conditioned on 

education?

Would the salary be different if I were 
non_black instead of  black?

A =
A =
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SCMs

https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=9815055


