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One key piece of information that is not included in the representation of
the graph is the functional relationship between nodes.
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The causal diagram can be seen as a representation of an underlying structural causal
model (generative model).

A structural causal model (SCM) is comprised of three components:

1. A set of variables describing the state of the universe and how it relates to a
particular data set we are provided.

2. Causal model (DAG), which describe the causal effect variables have on one another.

3. A probability distribution defined over observed variables in the model, describing
the likelihood that each variable takes a particular value.
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Sex Race Height Income Marital Years of Liberal-
Status Educ. ness
R1001 M 1 70 50 1 12 1.73
R1002 M 2 72 100 2 20 4.53
R1003 F 1 55 250 1 16 2.99
R1004 M 2 65 20 2 16 1.13
R1005 F 1 60 10 3 12 3.81 ‘ >‘
RI006 | M 1 68 30 1 9 476 X Y
R1007 F 5 66 25 2 21 2.01
R1008 F 4 61 43 1 18 1.27
R1009 M 1 69 67 1 12 3.25 fi f2 ]l:%

P(X.Y.Z) = P(Z)P(X|Z)P(Y|X.Z)
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We can estimate f; from data by using statistical/ML methods.
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Actions can now be defined as interventions on variables in the model. For
example, intervening on X amounts to deleting f, and setting X to a constant

value X, €
}
Z
Z < fi(ey) Z0
X < Xg * €y
Y < £(X, Z, ¢y) \‘ " i
Modified X Y

Structural Causal Model
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Given a certain observational sample ¢ = (x,,y,, z,) and an intervention do(X = xq),

a counterfactual is the result of an hypothetical experiment in the past, what would

have happened to the value of variable Y had we intervened on X by assigning value Xy

Identifiable counterfactuals can be computed as a three-step process by using a SCM:

1. Abduction: compute the posterior distribution of (¢y, €y, €,) conditioned on e.
2. Intervention: apply the desired intervention do(X = x)
3. Prediction: compute the required prediction in the intervened distribution.
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Counterfactuals (example)

Let's support that we want to rent an apartment and we train a model with real data to
predict a price.

After entering all the details about size, location, whether pets are allowed and so on, the
model tells us that we can charge 900¢€.

How could we get (by doing an intervention) 1000€? We can play with the feature values of
the apartment to see how we can improve the value of the apartment!

We find out that the apartment could be rented out for over 1000 Euro, if it were 15 m2 larger.
Interesting, but non-actionable knowledge, because we cannot enlarge the apartment.

Finally, by tweaking only the feature values under our control (built-in kitchen yes/no, pets
allowed yes/no, type of floor, etc.), we find out that if we allow pets and install windows with
better insulation, we can charge 1000¢€.
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do(X = xg)
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An SCM encodes the intervened distribution, from which we can sample and compute
causal queries and counterfactual queries (if they are identifiable).

For example, we can compute this causal query

E(Y |do(X = x;)) — E(Y |do(X = x;))
as

Y PY*|X¢=x,X=x,Y=y,Z=2)— ) P(V*|X*=xp.X=x,Y=y,Z=2,)

e e
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We can also compute counterfactual queries, which are very interesting for
explainability and fairness analysis.

Would my salary be higher if | were non-black?

For every individual e we only see Pr(Y = y,|A = black)or
Pr(Y =y,|A = non_black) (not both!), but we can consider its counterfactual.
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Individual Counterfactual Fairness (ICF), for individual

Pr(Y* =y,|A* =non_black) = Pr(Y =y,|A = black) Would the salary be different if | were A =
non_black instead of A = black?

Counterfactual Parity (CP),

Would the mean salary be different if

E[Pr(Y*|A* = non_black)] = E[Pr(Y*|A* = black)]
everyone were black?

Conditional Counterfactual Parity (CCP),

Would the mean salary be different if

everyone were black, conditioned on
E[Pr(Y*|A* = non_black, X)] = E[Pr(Y*|A* = black, X)] education?
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ABSTRACT Causal Queries are usually estimated by means of an estimand, a formula consisting o[
formul

framework capable of computing any identifiable causal query on an arbitrary Causal Graph (even in the
presence of latent confounders) with only one general model. We provide multiple implementations of this
‘general framework that leverage the expressive power of Neural Networks and Normalizing Flows to model
complex distributions, and we derive estimation procedures for all kinds of observational, interventional and
counterfactual queries, valid for any kind of graph for which the query is identifiable. Finally, we test our
techniques in a modelling setting and an estimation benchmark to show how, despite being a query-agnostic
framework, it can compete with query-specific models. Our proposal includes an open-source library that
allows casy application and extension of our techniques for rescarchers and practitioners alike.

INDEX TERMS Causality, structural causal model, causal query estimation, counterfactuals.
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1. INTRODUCTION AND RELATED WORK
Answering causal queries, such as “What is the recovery rate
‘when administering the treatment?”, traditionally required a
randomized experiment (interventional data), where partic-
ipants are randomly assigned a treatment, thereby measuring
the treatment effect while isolating other causes of recovery.
‘This is not always feasible (due to ethical or economic con-
cems, for example), so an alternative approach is required,
‘which consists of using passively-obtained datasets (obser-
vational data) consisting of samples that were naturally
assigned a treatment depending on other factors combined
with Causal Query Estimators. The theory is well established
(151, 17], 1241, [26]) but its practical solutions are too specific
and ad-hoc to the problem and query at hand, which makes
them hard to apply to real-world scenarios. Our work focuses
on defining an alternative general framework capable of
answering any (identifiable) causal queries using one single
‘model, always trained in the same way.

‘The associate cditor coordinating the review of this manuscript and
approving it for publication was Alberto Cano

Let us consider an observational dataset D, consisting of
N i.id. samples. Let D be a list of patients with variables:
X, each patient’s health history; T, whether a certain treat-
‘ment was administered; and ¥, their eventual recovery. From
these samples we can extract descriptive statistics (observa-
tional queries), such as the recovery rate for the patients
that were given the treatment (P(Y | T = 1)). This is
not the same as the treatment effect on the recovery rate,
‘however, as any confounding factor in X that affects both T
and ¥ (e.g., the severity of the symptoms, which influences
the choice of treatment) would bias the result. Assuming
that dataset D resulted from an underlying Data Generating
Process (DGP) M, which generated its samples, if we also
had access to M, it would be possible o answer interven-

toimp treatment.
Naturally, we do not have access to the DGP in most real-
world scenarios, but Causal Theory is able to circumvent this
problem.

Causal Query Estimation is the field concemed with
defining estimators, i.e. methods to answer Causal Queries
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