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Graph Data Analysis 
& Exploration

Matteo Lissandrini – Aalborg University

— Modelling & Querying Graphs —



Welcome to Königsberg
–Leonhard Euler, 1735

https://medium.com/basecs/k%C3%B6nigsberg-seven-small-bridges-one-giant-graph-problem-2275d1670a12



7

Course Objectives:
at the end of the course

1. You understand the different ways in which the graph 
model can be adopted in different domains

2. You are familiar with graph terminology in relation to 
challenges, methods, and solutions for graph analysis

3. You can identify core methods and challenges to study  
the content and structure  of a large graph

4. You have concrete pointers and references of advanced 
methods of graph analysis and exploration
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Agenda
• Part 1: Core Concepts
• Modelling & Querying Graphs

• Network Analysis

• Part 2: Advanced Methods
• Graph Structure Analysis

• Graph Exploration

Extra Materials:
slides contain extra materials that we will not be able to cover 
today. Feel free to ask questions about those.



github.com : AAU-WebDataScience/F23-PhD-GraphAnalysis

Optional Hands-On Exercises
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On References
Slides contain pointers to relevant materials

1. Many slides have been adapted from existing courses and presentations; they 
are referenced whenever possible

2. Some slides point to other online documentation, relevant Wikipedia pages 
(when sufficient), published papers, to expand when/if needed

Further Based on chapter & online slides:
from Mining of Massive Datasets; Leskovec, Rajaraman, Ullman  (3rd edition)

from Web Data Mining;  Bing Liu, Second Edition (July 2011)

More references also at the end of the slides
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1. Graphs are Everywhere
• The Web-Link structure
• The Query-Log graph
• The Social network
• The Knowledge graph

2. The Graph  Model
• Undirected/Directed graphs
• Labelled/Unlabelled graphs
• N-partite graphs
• RDF graphs
• Property Graph
• Graph Database vs.  Database of 

Graphs

Outline
3. Representing Graphs
• Adjacency matrix
• Adjacency List 
• Triples & Storage for Triplestore
• Property graph storage models

4. Graph Navigation
• Breadth-First Search  / Depth-First Search
• Connected Components
• Paths & Shortest path
• CYPHER
• SPARQL
• Gremlin
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Webpages and Links

Hyper-Links:
Text in pages links 
to other pages containing
relevant information

WorldWideWeb is a hypertext browser/editor which allows one to 
read information  from local files and remote servers. It allows 
hypertext links to be made and  traversed, and also remote indexes 
to be interrogated for lists of useful  documents. Local files may be 
edited, and links made from areas of text to  other files, remote 
files, remote indexes, remote index searches, internet news  groups 
and articles. All these sources of information are presented in a  
consistent way to the reader. For example, an index search returns a 
hypertext  document with pointers to documents matching the 
query.  Internet news articles  are displayed with hypertext links to 
other referenced articles and groups.

– Tim Berners-Lee, 20 Aug 1991

Traversing a Link:
A link from Page A to Page B tells us that there is a 
relationship between the two documents.
Page A mentions something for which Page B contains 
additional relevant information
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Why Roses are Expensive?

Query Logs

Session Links:
The user search for B 
after searching for A

Implicit Links:
We infer a link from the behaviour of the user

Monitoring Search Activites
1. Record Search query + User Click: Click Log
2. Record for the same user keyword search

happening one after the other: Search Session

Buy Flowers

Buy Roses

Florist shop

Price Red Roses

Valentine’s Day Last Minute ideas

http://www.cim.mcgill.ca/~dudek/206/Logs/AOL-user-ct-collection/
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Social Networks
User Connections:
Establish a directed or 
undirected connection
between users based on
explicit information

User connections
• On a social media platform users can express explicitly

their connection with other users
• Connection can be:

1. Undirected: friendship, colleague
2. Directed: Follow

Objects and links are all of the same type:
Pages, Search queries, Users…
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Product & Customer Networks

Alex

Aiden

Max

Don Jon

Inception

American 
Hustle

The 
Prestige

Tragedy

Heist

Sci-Fi

Crime 
Fiction

Drama

Joseph Gordon-
Levitt

Christopher 
Nolan

Christian Bale

Action

Fiction

Users Movies GenresPersons

Likes?

⟶ Likes

⟶ Starring

⟶ Directed by

⟶ Has genre

⟶ Subgenre of

Heterogenous Networks:
Nodes are of different types
User-product  & product-product connections
- Main nodes are customers & products, 

edges are transactions or interactions
- Other nodes can describe products
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“Concept Networks”
Abstract model of Knowledge
• Links represent «facts»
• Facts connect different objects

1. Real Entities
2. Abstract Concepts
3. Pieces of Data

• Facts are of different type
they have differentmeaning

This model is called “Knowledge Graph”:
The term has been popularized by Google in 2012 but 
it existed in different forms earlier than that. 
https://blog.google/products/search/introducing-knowledge-graph-things-not/

Examples:
https://www.wikidata.org
https://www.dbpedia.org
https://yago-knowledge.org/
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Knowledge Graph Adoption
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Existing Open Knowledge Graphs

52M Facts210M Facts
1.9B Facts

http://linkedlifedata.com/sources.html

6.7B Facts

https://pubchem.ncbi.nlm.nih.gov/docs/rdf

132B Facts
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The Growing Role of Graphs & Knowledge Graphs
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1. Graphs are Everywhere
• The Web-Link structure
• The Query-Log graph
• The Social network
• The Knowledge graph

2. The Graph Model
• Undirected/Directed graphs
• Labelled/Unlabelled graphs
• N-partite graphs
• RDF graphs
• Property Graph
• Graph Database vs.  Database of 

Graphs

Outline
3. Representing Graphs
• Adjacency matrix
• Adjacency List 
• Triples & Storage for Triplestore
• Property graph storage models

4. Graph Navigation
• Breadth-First Search  / Depth-First Search
• Connected Components
• Paths & Shortest path
• CYPHER
• SPARQL
• Gremlin
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The Graph Model
— A Graph is a Graph is a Graph (?) —

https://www.bing.com/images
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The Graph Model: Formalized

• Nodes N : identified by some ID

• Edges E : E⊆N ✕ N  → identified by pair of nodes

G: ⟨ Nodes ; Edges ⟩

Also called Vertices V

These are “simplistic” formalization,
we will see better versions



Welcome to Königsberg
–Leonhard Euler, 1735

https://medium.com/basecs/k%C3%B6nigsberg-seven-small-bridges-one-giant-graph-problem-2275d1670a12
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The Graph Model: Formalized

• Nodes N : identified by some ID

• Edges E : E⊆N ✕ N  → identified by pair of nodes

G: ⟨ N ; E ⟩
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The Graph Model: Formalized

  Options:  1) Undirected  eij: ⟨IDi, IDj⟩ ≡ eji: ⟨IDj, IDi⟩

                      2) Directed eij: ⟨IDi, IDj ⟩ ≠ eji: ⟨IDj, IDi⟩

 Multigraph: If E can contain duplicates

G: ⟨ N ; E ⟩

• Nodes N : identified by some ID

• Edges E : E⊆N ✕ N  → identified by pair of nodes

Source      Destination

E : E⊆ ℕ ✕ N ✕ N → we assign IDs to edges
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The Graph Model: Formalized

• Labels L : special values that describe the type of a node or edge

• Labeling Function f(L) : N ∪ E → L 

G: ⟨ N ; E ; L ; f(L) ⟩

• Nodes N : identified by some ID

• Edges E : E⊆N ✕ N  → identified by pair of nodes

Flowers

Wine

L: {       ;          ;           ;          }
        User     Follows      Product       Buys  

27
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The Graph Model: N-partite graphs

Flowers

Perfume

Chocolate

Eggs

Wine

Assume the following Graph

• Nodes N :  Users + Products

• Edges E :  User Buys Product

+ Stores

+ Store sells product

N-partite graphs:
(a) Nodes are divided in subsets.
(b) Connections exists only from one 
subset to another, and never within the 
same subset

Bi-partite graph
Tri-partite graph

28
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Knowledge Graphs

Arnold 
Schwarzenegger

Terminator

Person

Actor

actedIN is A

is A

subClassOf

Fact Graph Ontology or
Taxonomy Tree*

Release 1984

Budget $6.4M

Length 1h 48m
The Structure of the Graph

Is as important as the Data values

M. Lissandrini

The Structure
evolves & adapts

to the Data
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RDF & Triples
Representing a KG 
as a Collection of Facts
• Nodes are either:
• Entities  (resources identified by IRI)
• Literals (values as strings, integers, dates)
• Blank Nodes (special kind of nodes without IRI)

• Edges are statements
( Subject, Predicate, Object )

• Edge types (predicates)
are resources

:JoeBiden

:JillBiden

:POTUS

:type

:wife :husband

:JosephBiden
:type

:father

:father
:mother

:JoeBiden :label “Joe Biden”@en .

:JoeBiden :type  :POTUS .

:JoeBiden :wife :JillBiden .

:JillBiden :husband :JoeBiden .

:label

“Joe Biden”@en

That’s a 

triple!

@prefix : <http://www.example.kg/> .

the RDF
Model
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• We want to express the fact that “Matteo knows Daniele”
• “Matteo”, “knows”, and “Daniele” are resources and should be identified by URIs

Matteo - http://aau.dk/ppl/matteo
Daniele - http://aau.dk/ppl/daniele
knows - http://xmlns.com/foaf/0.1/knows

http://aau.dk/
ppl/matteo

http://xmlns.com/
foaf/0.1/knows

http://aau.dk/
ppl/daniele

Statements – example 

:matteo foaf:knows :daniele

foaf: -> http://xmlns.com/foaf/0.1/
  : -> http://aau.dk/ppl/ Th

an
ks

 D
an

ie
le

 D
el

l’A
gl

io
, A

AU
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RDF Graph Formal Definition

An RDF graph is a labeled directed graph 𝐺 = ⟨𝒩, ℰ⟩ with:

• 𝒩 ⊆ ℐ ∪ ℬ ∪ ℒ is the set of nodes
𝒩"# = 𝒩 ∖ ℒ	 nodes in 𝒩 allowed to have outgoing edges 
(literals are never subjects!)

• ℰ ⊆ 𝒩!"×	ℐ	×	𝒩 is the set of directed edges;

• 𝒫: 𝑝 ∈ ℐ ∣ ∃(𝑠, 𝑝, 𝑜) 	∈ ℰ is the set of predicates for 𝐺.

ℐ : Internationalized Resource Identifiers (IRIs), 
ℒ	: typed or un-typed literals (constants), 
ℬ	: blank nodes (placeholders for IRIs or literals).

W3C RDF Working Group. 2014. Resource description framework. 
http://www.w3.org/RDF/.

:JoeBiden :label “Joe Biden”@en .

:JoeBiden :type  :POTUS .

:JoeBiden :wife :JillBiden .

:JillBiden :husband :JoeBiden .

@prefix : <http://www.example.kg/> .

It is not properly a multigraph!
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Arnold 
Schwarzenegger

Terminator

Person

Actor

actedIn
profession

Release 1984

Budget $6.4M

Length 1h 48m

33

The Graph Model Extended: Property Graph

From 1970

To 2020

• Both Nodes N & Edges E : identified by some (internal) ID

• Both Nodes N & Edges E have labels

• Assign to each node & edge 

a dictionary of attributes

• ID → { <key1,value1>, … }

Node/Edge 
Properties:
The set of 
properties of each 
node/edge  is 
independent

Movie Job

VIP

Multiple node labels 
are allowed
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Formalization of Property Graph
Countable sets ℒ : Labels   𝒦 : Keys (property names)  and 𝒱:  property values. 

A record is a partial function 𝑜:𝒦 → 𝒱 mapping keys to values.  
   (ℛ for the set of all records)

Property Graph:  𝐺 = (𝑁, 𝐸, 𝜌, 𝜆, 𝜋) where:

• 𝑁 is a finite set of nodes (identified by an ID);

• 𝐸 is a finite set of edges (identified by an ID) such that 𝑁 ∩ 𝐸 = ∅;

• 𝜌: 𝐸 → (𝑁×𝑁) maps edges to pairs of nodes

• 𝜆: (𝑁 ∪ 𝐸) → 2ℒ  labelling function maps nodes and edges to finite sets of labels 
   (including the empty set)

• 𝜋: (𝑁 ∪ 𝐸) → ℛ  property mapping is a function mapping nodes and edges to records.

It is properly a multigraph!
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A Standard for
Property Graphs?
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Edge Property in RDF: RDF-Star

https://www.ontotext.com/knowledgehub/fundamentals/what-is-rdf-star/
https://w3c.github.io/rdf-star/cg-spec/editors_draft.html
https://www.bobdc.com/blog/rdf-and-sparql/

Use an entire 
triple as subject 
for another triple

:man :hasSpouse :woman . 

<<:man :hasSpouse :woman>>   :startDate  "2020-02-11"^^xsd:date .

Classical RDF:
Only nodes can be subjects of triples

RDF-star:

( S,      P,          O )

( S,                            P,                 O )

How can we represent edge property in RDF?
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Single large graphs
• The web
• Social network
• Knowledge Graph

Distinct Graphs 
(a.k.a. database of graphs)
• Protein-Protein interactions
• Molecules
• 3D Objects

Types of Graph Databases

Graph-Databases / Databases of Graphs
There is often confusion in how this terminology 
is used. It depends on the context, pay attention!

Databases vs. DBMS
A collection of related pieces of data vs. 
Database Management Systems (software)

37
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1. Graphs are Everywhere
• The Web-Link structure
• The Query-Log graph
• The Social network
• The Knowledge graph

2. The Graph Model
• Undirected/Directed graphs
• Labelled/Unlabelled graphs
• N-partite graphs
• RDF graphs
• Property Graph
• Graph Database vs.  Database of 

Graphs

Outline
3. Representing Graphs
• Adjacency matrix
• Adjacency List 
• Triples & Storage for Triplestore
• Property graph storage models

4. Graph Navigation
• Breadth-First Search  / Depth-First Search
• Connected Components
• Paths & Shortest path
• CYPHER
• SPARQL
• Gremlin



Graph Exploration
https://data-exploration.ml

39

1. Graphs are Everywhere
• The Web-Link structure
• The Query-Log graph
• The Social network
• The Knowledge graph

2. The Graph Model
• Undirected/Directed graphs
• Labelled/Unlabelled graphs
• N-partite graphs
• RDF graphs
• Property Graph
• Graph Database vs.  Database of 

Graphs

Outline
3. Representing Graphs
• Adjacency matrix
• Adjacency List 
• Triples & Storage for Triplestore
• Property graph storage models

4. Graph Navigation
• Breadth-First Search  / Depth-First Search
• Connected Components
• Paths & Shortest path
• CYPHER
• SPARQL
• Gremlin



Graph Navigation
— Search & Queries
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Graph Navigation

What operations we do on a graph? Given a node obtain:

• Neighbors: obtain the list of all nodes connected to it

• Degree: number of nodes connected (when undirected)

• When directed: In-degree /out-degree

• Graph Traversal

• Start from a node, obtain the list of all reachable nodes

41

1

2

4

3

Neighbors(1): {2, 3}
InDegree(2) = 2   OutDegree(2) = 3

Reachable(4) = {2, 3, 1, 6, 5} Reachable(1) = {2, 3, 5}

5

6
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Graph Traversal: BFS vs. DFS

• Graph Traversal: start from a node, obtain the list of all reachable 
nodes, in which order?

• Breadth-First Search (BFS): visit first all the neighbors of a node 
before visiting the other

42

1

2

4

3

5

6

Q = queue()
Q.enqueue(startNode) 
mark startNode as visited
while Q is not empty do

v := Q.dequeue() 
// do something with v here //
for all w in neighbors(v) do

if w is not visited then
mark w as visited

Q.enqueue(w)

BFS(4) = [2, 3, 6, 1, 5]

1

1 1

2

2
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Graph Traversal: BFS vs. DFS

43

1

2

4

3

5

6

Q = queue()
Q.enqueue(startNode) 
mark startNode as visited
while Q is not empty do

v := Q.dequeue() 
// do something with v here //
for all w in neighbors(v) do

if w is not visited then
mark w as visited

Q.enqueue(w)

Q = stack()
Q.push(startNode) 
mark startNode as visited
while Q is not empty do

v := Q.pop() 
// do something with v here //
for all w in neighbors(v) do

if w is not visited then
mark w as visited

Q.push(w)

BFS(4) = [2, 3, 6, 1, 5]

DFS(4) = [2, 1, 3, 5, 6]

3

1 5

4

2

Graph Traversal from a 
single node is used to find 
all reachable nodes• Graph Traversal: start from a node, obtain the list of all reachable 

nodes, in which order?

• Breadth-First Search (BFS): visit first all the neighbors of a node 
before visiting the other

• Depth-First Search (DFS): visit a neighbor of the last visited node 
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Reachability: Connected components

• A connected component is a portion of the graph where each node can 
reach all other nodes: pairwise reachable.

In a directed graph we can have connected components, but if we follow 
directions, then it may happen that we cannot reach all nodes.

• A strongly connected component is a portion of a directed graph 
where there is a directed path between any two nodes. All nodes are 
pairwise reachable when following directions.

• A weakly connected component is a portion of a directed 
graph where there is an undirected path between 
any two nodes.  All nodes are pairwise reachable
when ignoring directions. 1

2

4

3

5

6

9

7

8

UNDIRECTED GRAPH, USE BFS :
1) Start from a node;
2) Obtain all reachable nodes 
and mark them;
3) Increment CC counter
4)Take next node not already 
marked, and start again
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Graph Traversal: Shortest Path

• Find the “quickest“ way to reach nodes (Dijkstra's algorithm):
• Single source: Given 1 source node find the   “quickest“ way to 

reach all other nodes
• Single Source-Destination (pair of nodes) shortest path: 

find the “quickest“ way – if exists – between the two nodes
• All-pairs shortest path: find shortest paths between every pair 

of vertices in the entire graph

• Definition of “quickest“:
• All edges cost the same à find the smallest number of edges
• Edges have different cost à weighted path, find path with 

minimum sum of edge weights

45

1

2

4

3

5

6

BFS & SHORTEST PATH
If all edges cost equal,
BFS can compute the 
shortest path from one 
node to all other nodes

1

1 1

2

2

https://en.wikipedia.org/wiki/Shortest_path_problem#Single-source_shortest_paths
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Graph Queries: PGs and Triples

Different Data Models have different Query Paradigms

• Property Graphs (PGs): everything is an “object” that can contain data

• Queries can retrieve: (a) nodes,  (b) edges, (c) paths

• Query language: CYPHER or GQL  (gqlstandards.org) or GREMLIN

• RDF (KGs): everything is a “triple” (a statement)

• Queries can only retrieve triples (matching paths / patterns)

• Query language: SPARQL

OUTPUT: 
A Graph query (PG or RDF) 
does not always (almost never) 
return a graph, usually they return 
tuples of variable assignments

!
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Graph Example: PG
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Graph Query Example

ALIAS is a variable
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Graph Query Example (II)
//Find all the movies Tom Hanks directed and order by latest movie
MATCH (:Person {name:"Tom Hanks"})-[:DIRECTED]->(m:Movie)
RETURN m.title, m.released ORDER BY m.released DESC;

//Find all of the co-actors Tom Hanks have worked with
MATCH (th:Person{name:"Tom Hanks"})-->(:Movie)<-[:ACTED_IN]-(oth:Person)
WHERE th <> oth
RETURN oth.name;

https://neo4j.com/developer/download-materials/
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 MATCH (node1:Person)-[:KNOWS]->(node2:Person) 

       (node1)-[:LIVES_IN]->(node3:City) 

       (node2)-[:LIVES_IN]->(node3) 

 WHERE node1.age = 30

RETURN node1.name, node2.name, node2.age

Graph Query Example (III)
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MATCH (me)-[:KNOWS*1..2]-(other) 
WHERE me.name = 'Filipa’ 
RETURN other.name

Graph Query Example (IV) : Paths

In Neo4j, all relationships have a 
direction. However, you can have 
the notion of undirected 
relationships at query time.

Results:

"Dilshad"

"Anders"

MATCH (me)-[:KNOWS*1..2]->(other) 
WHERE me.name = ‘Anders’ 
      AND other.name > “F”
RETURN other.name

Results:

”George"

MATCH (me)-[:KNOWS*0..2]->(other) 
RETURN COUNT(other.name)
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The SPARQL query language
The idea behind SPARQL as a query language is simple
• Define patterns & Patterns have variables 

• Everything in RDF is a triple ⟼ so we define triple patterns
• Identify portions of the RDF graphs that match the pattern ⟼ exists a valid assignment

ex:matteo

ex:katja

foaf:knows

ex:CompSci ex:AAUex:deptOf

ex:worksAt

ex:danielefoaf:knows

ex:matteo

ex:worksAt

?workPlace

Query:
Evaluation result:

{?workplace -> ex:CompSci}
or

?workplace
ex:CompSci

ex -> http://example.org#
foaf: -> http://xmlns.com/foaf/0.1/

Th
an

ks
 D

an
ie

le
 D

el
l’A

gl
io

, A
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The SPARQL query language (II)

ex:matteo

ex:katja

foaf:knows

ex:CompSci ex:AAUex:deptOf

ex:worksAt

ex:danielefoaf:knows

?person

ex:reads

?object

Query:

Evaluation result:
{},
or

?person ?object

• match the pattern ⟼ exists a valid assignment?

ex -> http://example.org#
foaf: -> http://xmlns.com/foaf/0.1/

Th
an

ks
 D
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The SPARQL query language (III)

ex:matteo

ex:katja

foaf:knows

ex:CompSci ex:AAUex:deptOf

ex:worksAt

ex:danielefoaf:knows

ex:matteo

?property

?object

Query:

Evaluation result:
{?property -> ex:worksAt ; ?object -> ex:CompSci},

{?property -> foaf:knows ; ?object -> ex:daniele},
{?property -> foaf:knows ; ?object -> ex:katja}

or

?property ?object
ex:worksAt ex:CompSci
foaf:knows ex:daniele
foaf:knows ex:katja

ex -> http://example.org#
foaf: -> http://xmlns.com/foaf/0.1/
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Triple pattern: an RDF triple where one or more nodes are variables
Variables are denoted by ? (or $) at their beginning

1. ex:matteo ex:worksAt ?workPlace
2. ex:matteo ?property ?object
3. ?person ex:reads ?book

Evaluating a triple pattern over an RDF graph produces a multiset (bag) of solution mappings
1. {?workplace -> ex:IFI}
2. {?property -> ex:worksAt ; ?object -> ex:CompSci},

{?property -> foaf:knows ; ?object -> ex:daniele},
{?property -> foaf:knows ; ?object -> ex:katja}

3. { }

Triple patterns and solution mappings

ex -> http://example.org#
foaf: -> http://xmlns.com/foaf/0.1/ Th

an
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Basic graph patterns

Basic graph pattern (BGP): a set of one or more triple patterns 
                                                               (with optional FILTER clauses)

ex:matteo

ex:katja

foaf:knows

ex:CompSci ex:AAUex:deptOf

ex:worksAt

ex:danielefoaf:knows

ex:matteo

ex:worksAt

?dept

Query:
Evaluation result:

{?dept -> ex:CompSci ; ?uni -> ex:AAU}

ex:deptOf

?uni

ex -> http://example.org#
foaf: -> http://xmlns.com/foaf/0.1/

Th
an

ks
 D

an
ie

le
 D

el
l’A

gl
io

, A
AU



Graph Exploration
https://data-exploration.ml

58

Basic graph patterns (II)

All the triple patterns in the BGP should match to create a result!

ex:matteo

ex:katja

foaf:knows

ex:CompSci ex:AAUex:deptOf

ex:worksAt

ex:danielefoaf:knows

ex:matteo

ex:worksAt

?dept

Query:
Evaluation result:

{ }

foaf:knows

?uni

ex -> http://example.org#
foaf: -> http://xmlns.com/foaf/0.1/
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Basic graph patterns are written in a Turtle-like style:
    A set of triple patterns separated by dots   (i.e., AND)
ex:matteo ex:worksAt ?dept . ?dept ex:deptOf ?uni .

Shared variables refer to the same node in the graph  (like joins)

Turtle abbreviations (using ; and , ) can be used
ex:matteo ex:worksAt ?dept ; 
                       foaf:knows ?person1 , ?person2  . FILTER (?person1  != ?person2)

(evaluation result: 
 {?dept -> ex:CompSci ; ?person1 -> ex:daniele ; ?person2 -> ex:katja}, 
 {?dept -> ex:CompSci ; ?person1 -> ex:katja ;    ?person2 -> ex:daniele }
)

Basic graph pattern – syntax ex -> http://example.org#
foaf: -> http://xmlns.com/foaf/0.1/
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• FILTER denotes selection in relational algebra

• FILTER allows to specify common unary/binary operators:
•  Less than, greater than, equalities for integer, decimals and date/time
• Conditions over strings: Regular expressions
• A list of functions for specific situations:

isURI, isIRI, isBlank, isLiteral, isNumeric
• Selection for lang & datatype

FILTER

FILTER (?person1  != ?person2)

FILTER ( isLiteral(?age) 
                  && datatype(?age) = xsd:integer )
                  &&  ?age > 30)
)

More at: https://www.w3.org/TR/sparql11-query/#func-rdfTerms  

https://www.w3.org/TR/sparql11-query/
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The query structure is similar to SQL:
SELECT [FROM] WHERE

PREFIX ex: <http://example.org#>
SELECT ?uni 
WHERE { 
 ex:matteo ex:worksAt ?dept . 
 ?dept ex:deptOf ?uni .
}

SPARQL query with BGP – syntax 

← BGP  (join)

← Variable(s) of interest (projection)

←Prefixes
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Property path allows to define routes between nodes
• Sequence path /

• Alternative path |

Property path: Sequence and alternative paths

PREFIX ex: <http://example.org#> 
SELECT ?uni 
WHERE { 
ex:matteo ex:worksAt/ex:deptOf ?uni .
}

PREFIX ex: <http://example.org#> 
SELECT ?uni 
WHERE { 
ex:matteo ex:worksAt ?loc .
?loc ex:deptOf ?uni .

}

PREFIX ex: 
<http://example.org#>
SELECT ?x ?addr
WHERE { 
{ ?x ex:zip ?addr . }
UNION
{ ?x ex:address ?addr . }

}

PREFIX ex: 
<http://example.org#>
SELECT ?x ?addr
WHERE { 
?x ex:zip|ex:address ?addr .

}
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• Specify path of variable length
• One or more path +

• Zero or one path ?

• Zero or more path *

Property path: Arbitrary length path

ex:matteo ex:danielefoaf:knows

ex:katja ex:bobfoaf:knows

ex:alicefoaf:knows

foaf:knows

ex:Student

rdf:type

{ ex:matteo foaf:knows? ?person . }

{ ex:matteo foaf:knows+ ?person . }

{ ex:matteo foaf:knows* ?person . }

{?person -> ex:daniele}, {?person -> ex:katja}, 
{?person -> ex:alice}, {?person -> ex:bob}

{?person -> ex:daniele}, {?person -> ex:katja}, 
{?person -> ex:alice}, {?person -> ex:bob}, 
{?person -> ex:matteo}

{?person -> ex:matteo}, {?person -> ex:daniele}
{?person -> ex:katja}

ex -> http://example.org#
foaf: -> http://xmlns.com/foaf/0.1/
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Property Graph Query Language: Gremlin

https://kelvinlawrence.net/book/Gremlin-Graph-Guide.html

g.V().has(‘name’, ‘Tom Hanks’).out() .values("name");

g.V().has(‘name’, ‘Tom Hanks’).out().out().out().values("name"); 

Imperative Graph Traversal

g.V().match( 
as("a").has("name", "Tom Hanks"), as("a").out("directed").as("b"), 
as("b").in("acted_in").as("c"), where("a",neq("c"))

).values("name")

Declarative Graph Traversal

Try out: https://gremlify.com/
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Let’s model this as a graph (1)
You are helping organize a conference 

and want to model the data about its participants.

You have the citation network of all the people 

at the conference. 

There are papers, authors, and universities. 

You know which author works in which university, 

which author wrote which paper, and which 

paper cited which paper.
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Let’s model this as a graph (2)
You are tracking users on a complex website. 

They visit many pages of the website to complete 

their work, when done they close the website.

For each user you know on which page they start, 

what action they take, on which page they end. 

Then from that page they can take another action and 

go to another page. They can never go to random pages. 

They can also go back to the previous page and do an additional actions 

and thus may end up in a different page from there. 



Graph Data Analysis 
& Exploration

Matteo Lissandrini – Aalborg University

— Network Analysis —
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1. Graph Properties
• Scale Free Networks
• Preferential Attachment
• Small world property
• Erdös Number
• Density/Diameter/Eccentricity
• Clustering Coefficient/ Wiener Index

2. Centrality Measures
• Degree/Closeness
• Betweenness Centrality
• Katz Centrality
• Prestige / H-index

Outline
3. Page Rank
• Random Walk & Transition Probability
• Markov Model
• Algebraic representation 
• Power Iteration
• Personalized Page Rank
• Particle Filtering
• SimRank



Graph Properties
— Understanding the nature of the graph
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Degree Distribution

• Node Degree: number of nodes connected 

• What is the Degree Distribution in a Graph?

Plot the ratio of nodes having a specific Node-Degree

ß Having degree = k

Percentage ➔

ß  G1: [k=4,   p(4)=0.10]  =   10% of nodes have degree 4

G2: [k=4, p(4)=0.20]  =   20% of nodes have degree 4

G2

G1

ß
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Scale Free Network/Graph

• Node Degree: number of nodes connected 

• What is the Degree Distribution in a Graph?

Plot Number of nodes having a specific Node-Degree

A scale-free network is a network whose degree 
distribution follows a power law.

The fraction P(k) of nodes in the network having k
connections to other nodes follows approximately

Typically  2 <       < 3

Degree distribution in random 
& scale-free networks

https://en.wikipedia.org/wiki/Scale-free_network

ß Random

ß Scale-free

proportion of nodes with degree =k
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Scale Free Network/Graph

https://en.wikipedia.org/wiki/Scale-free_network

Few highly connected hubs
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Power Law: meaning

https://en.wikipedia.org/wiki/Scale-free_network

Power law degree distribution: large events are rare, but 
small ones are quite common.

The probability of finding a highly connected node 
decreases exponentially with k 
(degree of node, inversely proportional to k):

Degree distribution in random 
& scale-free networks

<latexit sha1_base64="S7DPeW4aOHuy+fDDRU3nVgTk4ZQ=">AAACFnicbZDLSsNAFIYn9VbrLerSzWAR6qIlEVE3QtGNywr2Ak0sk+mkHTKThJmJUEKewo2v4saFIm7FnW/jpM1CW38Y+PnOOZw5vxczKpVlfRulpeWV1bXyemVjc2t7x9zd68goEZi0ccQi0fOQJIyGpK2oYqQXC4K4x0jXC67zeveBCEmj8E5NYuJyNAqpTzFSGg3MeqsWHENHUg6D+7TujBDnKIOX0PEFwqmdpRoXNKsMzKrVsKaCi8YuTBUUag3ML2cY4YSTUGGGpOzbVqzcFAlFMSNZxUkkiREO0Ij0tQ0RJ9JNp2dl8EiTIfQjoV+o4JT+nkgRl3LCPd3JkRrL+VoO/6v1E+VfuCkN40SREM8W+QmDKoJ5RnBIBcGKTbRBWFD9V4jHSOehdJJ5CPb8yYumc9KwzxrW7Wm1eVXEUQYH4BDUgA3OQRPcgBZoAwwewTN4BW/Gk/FivBsfs9aSUczsgz8yPn8AmWuecA==</latexit>

P (k) ⇠ k�� =
1

k�

ß Random

ß Scale-free

P(K) = K2.1 

K= 1 P(K)=1.0           K=  2  P(K)=0.233258 
K= 5 P(K)=0.0340536     K= 10  P(K)=0.007943
K=20 P(K)=0.0018528     K=100  P(K)=0.000063

The Faloustos-cubed paper
“On Power-Law Relationships of the Internet Topology”
by Faloutsos, Michalis; Petros Faloutsos; and Christos Faloutsos.
https://dl.acm.org/doi/pdf/10.1145/316194.316229
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Cause of Scale-free: Preferential attachment

https://en.wikipedia.org/wiki/Preferential_attachment
https://en.wikipedia.org/wiki/Barab%C3%A1si%E2%80%93Albert_model

Rich gets Richer

1. New nodes are added to the network one at a time. 
2. Each new node is connected to existing nodes with a probability 

that is proportional to the number of links that the existing 
nodes already have

– Barabási–Albert model

the probability pi that the new node is connected to node i

where ki is the degree of node i

ß Sum of all degrees = 2*|E|

Random Graphs instead follow
The Erdos-Renyi model
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Small World Property
Shortest path: the path with the smallest number of links 
(edges) between 2 selected nodes.

7 degrees of separation: in a social network there are at most 7 
“handshakes” between you and any other person in the world

Small world networks: 
the average shortest path length between any two 
nodes in the network is relatively small. 
Any node can be reached within a small number of 
edges, e.g., 4~5 hops.

https://www.sixdegreesofwikipedia.com
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Erdős Number
the "collaborative distance" between mathematician Paul Erdős and another 
person

Co-author/Collaboration Network: An undirected graph representing authors as nodes, 
an edge exists between A and B if it exist a publication where A and B are co-authors

Citation Network: a directed graph representing scientific publications as nodes, an 
edge goes from A to B if A has a reference to B. This is a directed acyclic graph (DAG)

Erdős number, the number of steps in the shortest path between a 
mathematician and Erdős in terms of co-authorships.

Paul Erdős in 1992
authored~ 1,500 

mathematical papers https://en.wikipedia.org/wiki/Paul_Erd%C5%91s

Similar Concept: Bacon Number 
https://en.wikipedia.org/wiki/Six_Degrees_of_Kevin_Bacon

Fun Fact: Natalie Portman has both Erdős Number and Bacon Number!

https://oakland.edu/enp/compute/
https://www.csauthors.net/distance/
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How Compact is a Graph? (I)
• Eccentricity of node: the greatest distance between a node Ni and any 

other vertex

• Radius of a graph: the minimum eccentricity of any node

• The diameter of a graph: the maximum eccentricity of any vertex in the 
graph.  (the maximum distance between any 2 nodes)

• Density of a graph: fraction between number of edges and maximal 
number of edges

1

2

4

3

5

6

Eccentricity(1) = 3 

These measures ignore 
directions of edges 
(except for density)

Radius = 2

Diameter = 4

Density = 2*11/56 = 0.39

Undirected Directed

7

https://en.wikipedia.org/wiki/Combination

8
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Wiener Index: Closeness of a graph

Wiener Index:
the sum of pairwise shortest-path-distances 
between nodes in the graph G

How tightly connected is a graph?

d(u, v) is the shortest-path distance

<latexit sha1_base64="rHkFV2YVC+ggYWTZsaTAE+jDCe4=">AAACBnicbVDLSsNAFJ3UV62vqEsRBotQQUoioi6LLnRZwT6gCWEymbZDJ5MwMymUkJUbf8WNC0Xc+g3u/BsnbRbaeuDCmXPuZe49fsyoVJb1bZSWlldW18rrlY3Nre0dc3evLaNEYNLCEYtE10eSMMpJS1HFSDcWBIU+Ix1/dJP7nTERkkb8QU1i4oZowGmfYqS05JmHjkxCL60lp3B8Ah3K4W2WBrNnVvHMqlW3poCLxC5IFRRoeuaXE0Q4CQlXmCEpe7YVKzdFQlHMSFZxEklihEdoQHqachQS6abTMzJ4rJUA9iOhiys4VX9PpCiUchL6ujNEaijnvVz8z+slqn/lppTHiSIczz7qJwyqCOaZwIAKghWbaIKwoHpXiIdIIKx0cnkI9vzJi6R9Vrcv6tb9ebVxXcRRBgfgCNSADS5BA9yBJmgBDB7BM3gFb8aT8WK8Gx+z1pJRzOyDPzA+fwA6z5cK</latexit> X

(u,v)2G

d(u, v)
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How Compact is a Graph? (II)

Characterize the structure of a graph:
1. Average Diameter L: average length of the 

shortest paths connecting any two nodes

2. Effective Diameter: 90th Percentile of shortest 
path length

3. Clustering coefficient C: the average local 
density (see next slide).  

Small World Graphs have 
relatively small L & a relatively large C. 
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Clustering Coefficient: Local Density

How dense is the neighborhood of a node:
The fraction pairs of neighbors of the node that 
are themselves connected

Density of a graph: fraction between number of existing 
edges and maximal number of edges

Given node n

Cn =
# edges between the neighbors of n

degree(n) * (degree(n) -1)
Directed

Undirected

The clustering coefficient is Equivalent to the density of the 
subgraph when considering  ONLY the neighbors of  n (ignoring n )

Cn =
2* (# edges between the neighbors of n)

degree(n) * (degree(n) -1)
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Clustering Coefficient: Average Local Density

How dense is the neighborhood of a node:
The fraction pairs of neighbors of the node that 
are themselves connected

Density of a graph: fraction between number of edges and 
maximal number of edges

Given node n

Clustering Coefficient

Cn =
2*# edges between neighbors of n

degree(n) * (degree(n) -1)

Missing links

Degree(n) = 6
Max connections = (6*5) = 30
Existing links = 6
Cn = 2*6/30 = 0.4

<latexit sha1_base64="y/XP7p/xBQiuHPOFtrTIh2tLSSU=">AAACDXicbZDLSgMxFIYzXmu9jbp0E6yCqzIjom6EYjeuSgV7gc5QMmmmDc1khiQjlHRewI2v4saFIm7du/NtTNtZaOsPgY//nMPJ+YOEUakc59taWl5ZXVsvbBQ3t7Z3du29/aaMU4FJA8csFu0AScIoJw1FFSPtRBAUBYy0gmF1Um89ECFpzO/VKCF+hPqchhQjZayufVy99kKBsHYzPa6NM+jJNOpqrj3Ks1oGq4azrl1yys5UcBHcHEogV71rf3m9GKcR4QozJGXHdRLlayQUxYxkRS+VJEF4iPqkY5CjiEhfT6/J4IlxejCMhXlcwan7e0KjSMpRFJjOCKmBnK9NzP9qnVSFV76mPEkV4Xi2KEwZVDGcRAN7VBCs2MgAwoKav0I8QCYcZQIsmhDc+ZMXoXlWdi/Kzt15qXKTx1EAh+AInAIXXIIKuAV10AAYPIJn8ArerCfrxXq3PmatS1Y+cwD+yPr8AQjjnC4=</latexit>

C =
1

|N |
X

n2N

Cn

Existing 
links

Undirected

as average of the 
entire graph
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Clustering Coefficient: Average Local Density

How dense is the neighborhood of a node:
The fraction pairs of neighbors of the node that 
are themselves connected

Density of a graph: fraction between number of edges and 
maximal number of edges

Given node n

Clustering Coefficient

Cn =
2*# edges between neighbors of n

degree(n) * (degree(n) -1)

<latexit sha1_base64="y/XP7p/xBQiuHPOFtrTIh2tLSSU=">AAACDXicbZDLSgMxFIYzXmu9jbp0E6yCqzIjom6EYjeuSgV7gc5QMmmmDc1khiQjlHRewI2v4saFIm7du/NtTNtZaOsPgY//nMPJ+YOEUakc59taWl5ZXVsvbBQ3t7Z3du29/aaMU4FJA8csFu0AScIoJw1FFSPtRBAUBYy0gmF1Um89ECFpzO/VKCF+hPqchhQjZayufVy99kKBsHYzPa6NM+jJNOpqrj3Ks1oGq4azrl1yys5UcBHcHEogV71rf3m9GKcR4QozJGXHdRLlayQUxYxkRS+VJEF4iPqkY5CjiEhfT6/J4IlxejCMhXlcwan7e0KjSMpRFJjOCKmBnK9NzP9qnVSFV76mPEkV4Xi2KEwZVDGcRAN7VBCs2MgAwoKav0I8QCYcZQIsmhDc+ZMXoXlWdi/Kzt15qXKTx1EAh+AInAIXXIIKuAV10AAYPIJn8ArerCfrxXq3PmatS1Y+cwD+yPr8AQjjnC4=</latexit>

C =
1

|N |
X

n2N

Cn

Subgraph considering only 
the neighbors of n

Degree(n) = 6
Max connections = (6*5) = 30
Existing links = 6
Cn = 2*6/30 = 0.4

Consider Undirected
Undirected

as average of the 
entire graph
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Compute the Clustering Coefficient

Cn =
2*# edges between neighbors of n

degree(n) * (degree(n) -1)
Undirected
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1. Graph Properties
• Scale Free Networks
• Preferential Attachment
• Small world property
• Erdös Number
• Density/Diameter/Eccentricity
• Clustering Coefficient/ Wiener Index

2. Centrality Measures
• Degree/Closeness
• Betweenness Centrality
• Katz Centrality
• Prestige / H-index

Outline
3. Page Rank
• Random Walk & Transition Probability
• Markov Model
• Algebraic representation 
• Power Iteration
• Personalized Page Rank
• Particle Filtering
• SimRank
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Outline
3. Page Rank
• Random Walk & Transition Probability
• Markov Model
• Algebraic representation 
• Power Iteration
• Personalized Page Rank
• Particle Filtering
• SimRank

1. Graph Properties
• Scale Free Networks
• Preferential Attachment
• Small world property
• Erdös Number
• Density/Diameter/Eccentricity
• Clustering Coefficient/ Wiener Index

2. Centrality Measures
• Degree/Closeness
• Betweenness Centrality
• Katz Centrality
• Prestige / H-index



Centrality Measures
— Measuring Importance
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Importance of a Node

X

How important is a node in a graph?

Centrality intuition:
The importance of a node depends on its role in 
“keeping the graph connected”
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Basic Centrality measures
How important is a node in a graph?

1. Degree centrality: number of neighbors of node v 

2. Closeness centrality: reciprocal of the total distance from a node v 
to all the other nodes in a network

3. Betweenness centrality: ratio of the number of shortest paths 
passing through a node v out of all shortest paths between all node 
pairs in a network σst : number of shortest paths between node s and t 

σst(v) : number of shortest paths passing on a node v out σst 

δ(u,v) is the distance between node u and v.

Directed Degree:
In a directed graph we can differentiated in-degree 
vs. out-degree. 

Connected graphs:
These measure have 
meaning only when 
referring to a 
connected graphs



Graph Exploration
https://data-exploration.ml

89

Outline
3. Page Rank
• Random Walk & Transition Probability
• Markov Model
• Algebraic representation 
• Power Iteration
• Personalized Page Rank
• Particle Filtering
• SimRank

1. Graph Properties
• Scale Free Networks
• Preferential Attachment
• Small world property
• Erdös Number
• Density/Diameter/Eccentricity
• Clustering Coefficient/ Wiener Index

2. Centrality Measures
• Degree/Closeness
• Betweenness Centrality
• Katz Centrality
• Prestige / H-index
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Outline
3. Page Rank
• Random Walk & Transition Probability
• Markov Model
• Algebraic representation 
• Power Iteration
• Personalized Page Rank
• Particle Filtering
• SimRank

1. Graph Properties
• Scale Free Networks
• Preferential Attachment
• Small world property
• Erdös Number
• Density/Diameter/Eccentricity
• Clustering Coefficient/ Wiener Index

2. Centrality Measures
• Degree/Closeness
• Betweenness Centrality
• Katz Centrality
• Prestige / H-index
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The Random Walk

4
1

6

5

8

7

2

3

1. Pick a node

2. Select a neighbour at random: take a step

3. Keep making steps until we are “tired”

4. Take note of the node where we stop and how 
often we visit each node

Directed Graph:
We need to follow the 
directions

4 1 2 4 5

Random Walk: traversal of the graph by selecting 
neighbours at random. It is possible to visit the same 
edge/node multiple times. We keep note of the 
“frequency”  with which each node is visited

1

1

1
2
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The Random Walk Gamble

4

6

5

8

7

2

Let’s play a game

1. I pick a random node (not telling which one)

2. I perform a random walk (not telling how many steps, let’s say >3)

3. Your guess: where am I on the graph? Group A or Group B 

? ?

A

?    ?    ?

B

This probability is a 
measure of “global  
centrality” 1

3
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Algebraic Representation via the Markov model

Given the Transition probability matrix T& the initial vector of probabilities v of each node
We can  account for the teleport probability α so that
• 1 step of the process from time ti to time ti+1 corresponds to the multiplication: (1-α)TT´vi + α´v0

p

1 ¼
2 ¼
3 ¼
4 ¼

1 2 3 4

1 0 0 0 1
2 ½ 0 ½ 0
3 ½ 0 0 0
4 0 1 ½ 0

TT

p

1 ¼
2 ¼
3 ¼
4 ¼

´ =

p

1 ¼
2 ¼
3 29/80

4 11/80

v0

α = 0.1

+(1- α) α

v1v0

During iteration 
the vector for the 
teleport stays 
the same we 
update only the 
vector 
multiplying the 
matrix

Power iteration 
method
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Page Rank: Importance Flow

Intuition: 

• A “vote” from an important page is worth more

• A page is important if it is pointed to by other important pages

Define a “rank” rj for page j

--- ------ ------- ------------------------ --
---- ------- ------------------------ ------ ------- -----

--- ------ ------- ------------------------ --
---- ------- ------------------------ ------ ------- -----

--- ------ ------- ------------------------ --
---- ------- ------------------------ --

A

B

C

Rank(C)/2

Rank(C)/2

Rank(A)/2

Rank(A)/2 Rank(B)

å
®

=
ji

i
j

rr
id 𝒅𝒊 … out-degree of node 𝒊

Rank “Flow” equations:

rC  = rC /2 + rA/2
rA  = rC /2 + rB

rB  = rA/2

To solve  these equations, we can set

and solve analytically to find

rC  + rA + rB = 1

rC = 2/5   rA =  2/5   rB = 1/5
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Page Rank: Rearranging the Equation

• 𝒓	 = 𝑨 ⋅ 𝒓	 — where 𝑨𝒋𝒊 = 𝜷	𝑴𝒋𝒊 +
𝟏$𝜷
𝑵

• 𝑟' 	= ∑()*+ 𝐴', ⋅ 𝑟,

• 𝑟' 	= ∑,)*+ 𝛽	𝑀', +
*$-
+

⋅ 𝑟,

•   = ∑()*+ 𝛽	𝑀', ⋅ 𝑟, +
*$-
+
∑()*+ 𝑟,

•   = ∑()*+ 𝛽	𝑀', ⋅ 𝑟, +
*$-
+

            since ∑𝑟! = 1

• So we get: 𝒓 = 𝜷	𝑴 ⋅ 𝒓 + 𝟏$𝜷
𝑵 𝑵

• Compare to:

[x]N … a vector  of length N with all entries x
<latexit sha1_base64="ICXZM5DlgG/WxVjOtXHIS+nry9s=">AAADbnicrVJNixNBEO3M+LGOX4mCBxexMSiRxTAjol6ERS8eV9jsLqTHoaenJ2m2p2fo7lkMTd/8hd78DV78CVaSOcQkeLKg4fGq6r2uovJGCmPj+GcvCK9dv3Hz4FZ0+87de/f7gwdnpm414xNWy1pf5NRwKRSfWGElv2g0p1Uu+Xl++WmZP7/i2ohandpFw9OKzpQoBaMWqGzQ++5GyStCZTOnL70jrKitJ5KXdkpyPhPKUa3pwjvGmI9o5pLE4xeYSKgzAJYMVh4TEpGrjoP0GgIJeYV3WhS0RISrolMnWszmNv3qTvd7++gb+Gy6AAJqr0rmbCY8PsJuPdY/pwKBUlMG4k5t6W8k9rh8+D8fdeIo8T7rD+NxvAq8C5IODFEXJ1n/Bylq1lZcWSapMdMkbmwK8lYwycGsNbyh7JLO+BSgohU3qVudi8fPgSlwWWt4yuIVu9nhaGXMosqhsqJ2brZzS3Jfbtra8n3qhGpayxVbG5WtxLbGy9vDhdCcWbkAQJkW8FfM5hS2bOFCI1hCsj3yLjh7PU7ejuMvb4bHH7t1HKBD9AyNUILeoWP0GZ2gCWK9X8EgeBwcBr/DR+GT8Om6NOh1PQ/RXxGO/gC8ehtz</latexit>
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Personalized Page Rank: Topic-Specific PageRank

• Page Rank measures a “generic” popularity of a page, is no specific for a search 
query or a topic

• Instead of generic popularity, can we measure popularity within a topic?

• Goal: Evaluate Web pages not just according to their popularity, but by how close they 
are to a particular topic, e.g., “sports” or “history”, defined as a specific subset of pages

• Allows search queries to be answered based on interests of the user

• Example: A programmer looking for “library for graph traversal” wants different 
pages depending on the programming language they use the most

Assume there is a special subset of 
pages S that we care about
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Personalized Page Rank: Topic-Specific PageRank

Global Page Rank

Starting from a random node, 
traversing randomly, random 
restart point anywhere in the 

graph

Personalized Page Rank

Starting from a limited set of nodes, 
traversing randomly, 

restart point is one in the initial set.
Bound not to travel too far

The role of the teleport: To avoid 
dead-end and spider-trap problems

Standard PageRank: Any page 
with equal probability

Topic Specific PageRank: A topic-
specific set of “relevant” pages 
(teleport set)
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Personalized Page Rank: Topic-Specific PageRank

Personalized Page Rank

Starting from a limited set of nodes, 
traversing randomly, 

restart point is one in the initial set.
Bound not to travel too far

Idea: Bias the random walk
1. When walker teleports, she pick a page from a set S

2. The set S contains only pages that are relevant to the topic
E.g., pages with documentation of python libraries

3. For each teleport set S, we get a different vector rS

<latexit sha1_base64="ICXZM5DlgG/WxVjOtXHIS+nry9s=">AAADbnicrVJNixNBEO3M+LGOX4mCBxexMSiRxTAjol6ERS8eV9jsLqTHoaenJ2m2p2fo7lkMTd/8hd78DV78CVaSOcQkeLKg4fGq6r2uovJGCmPj+GcvCK9dv3Hz4FZ0+87de/f7gwdnpm414xNWy1pf5NRwKRSfWGElv2g0p1Uu+Xl++WmZP7/i2ohandpFw9OKzpQoBaMWqGzQ++5GyStCZTOnL70jrKitJ5KXdkpyPhPKUa3pwjvGmI9o5pLE4xeYSKgzAJYMVh4TEpGrjoP0GgIJeYV3WhS0RISrolMnWszmNv3qTvd7++gb+Gy6AAJqr0rmbCY8PsJuPdY/pwKBUlMG4k5t6W8k9rh8+D8fdeIo8T7rD+NxvAq8C5IODFEXJ1n/Bylq1lZcWSapMdMkbmwK8lYwycGsNbyh7JLO+BSgohU3qVudi8fPgSlwWWt4yuIVu9nhaGXMosqhsqJ2brZzS3Jfbtra8n3qhGpayxVbG5WtxLbGy9vDhdCcWbkAQJkW8FfM5hS2bOFCI1hCsj3yLjh7PU7ejuMvb4bHH7t1HKBD9AyNUILeoWP0GZ2gCWK9X8EgeBwcBr/DR+GT8Om6NOh1PQ/RXxGO/gC8ehtz</latexit>
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ß
We change 
the teleport
Vector!

<latexit sha1_base64="Ra365KXaCVk5rQXko89j0MVR4Vk=">AAACYXichVFNS+wwFE2rPrV+VV26CQ6Cq6GVx3suRTcuFR0VpmVI09uZYJqW5HZwqP2T7ty48Y+YmSn4CV4IHM45997kJCmlMBgEz467sLj0Z3ll1Vtb39jc8rd3bkxRaQ49XshC3yXMgBQKeihQwl2pgeWJhNvk/myq345BG1Goa5yUEOdsqEQmOENLDfyHSEKG/SiBoVA105pNmpo3XkCjyIvGaYFmhjLNeB029ePVYzMlftPfpbkTVNpOj7QYjjAe+J2gG8yKfgdhCzqkrYuB/xSlBa9yUMglM6YfBiXGdigKLqHxospAyfg9G0LfQsVyMHE9S6ihB5ZJaVZoexTSGfuxo2a5MZM8sc6c4ch81abkT1q/wuw4roUqKwTF54uySlIs6DRumgoNHOXEAsa1sHelfMRsWGg/xbMhhF+f/B3cHHXDf93g8m/n5LSNY4XskX1ySELyn5yQc3JBeoSTF2fR2XA2nVd31fXdnbnVddqeXfKp3L03C0i1Mw==</latexit>2

666666666666664

0
...
1
|S|
0
...
1
|S|
...
0

3

777777777777775When we teleport back to a single node is 
called: Random Walk with Restart
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Particle Filtering Approach
Speed up PPR computation
Simulate a set of particles navigating the graphs
Particle spread not-uniformly following edge importance

Forrest 
Gump

Drama

U.S.

Cast Away

Tom Hanks

Robert 
Zemeckis

actor

actor
country

genre
genre

director

country

Titanic 100

Edge Importance: Director > Genre > Actor > Country

38

23

28

3

16

genre

14

country

Require: Graph G; Query nodes Q
Require: Restart probability c 2 [0, 1]; Threshold ⌧ 2

[0, 1]
Require: Query value k
Ensure: Ranked Top-K nodes
1: p {}
2: for each qi 2 Q do
3: p[qi] 1/⌧ . Initialize Particles

4: while 9 ni 2 p | p[ni] 6= 0 do
5: temp {}
6: for each ni 2 p | p[ni] 6= 0 do
7: particles p[ni]⇥ (1� c)
8: for each e : (ni ! nj) 2 G do . Sorted by

Weight
9: if particles  ⌧ then

10: break
11: passing  MAX(particles⇥ e.weight(),⌧)
12: temp[nj ] temp[nj ] + passing
13: particles particles� passing

14: p temp
15: for each ni 2 p do
16: v[ni] v[ni] + p[ni]⇥ c . Update score

17: return top-k(v)

Particles start from the query nodes
Edges are traversed based on priority
Particles are split  non-uniformly + dissipation

Edge weights outgoing each node should sum to 1 !

Personalized page rank on knowledge graphs: Particle Filtering is all you need! 
Gallo, D., Lissandrini, M., Velegrakis, Y.  (EDBT 2020)

Some 
particle 
dissipate



Graph Exploration
https://data-exploration.ml

101

Personalized Page Rank as a Proximity Measure

a.k.a.: Relevance, ‘Relatedness’…

What is the probability to reach node B
given that we start from node A? 
Compared to C?

What are the most “relevant” nodes 
for A ranked by “closeness”

• Multiple connections

•  Quality of connection

• Direct & Indirect connections

• Length & ”quantity”

4
A

6

B

8

7

2

3

C

Another Measure: hitting time 
h(A→ B) is the average number of steps to walk from
 node A to node B.
Hitting time is asymmetric h(A→ B) is not always the
same as h(A→ B)

http://www.cs.cornell.edu/courses/cs4850/2009sp/Scribe%20Notes/
Lecture%2024%20Friday%20March%2013.pdf

http://www.cs.cornell.edu/courses/cs4850/2009sp/Scribe%20Notes/Lecture%2024%20Friday%20March%2013.pdf
http://www.cs.cornell.edu/courses/cs4850/2009sp/Scribe%20Notes/Lecture%2024%20Friday%20March%2013.pdf
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SimRank: A recursive definition of similarity

How similar is the 
“role” of A and B in 
this graph?

4
1

A

7

B

2

3

6

5

A recursive definition of similarity based on 
graph structure:

Measure the similarity of two objects:
Intuition: Two objects are similar if they are 
related to similar objects

<latexit sha1_base64="XXvFf3/ec47MmFNe7J4DZXWLBoI=">AAACTHicbZBLSwMxFIUzVavWV9Wlm2ARWihlRnxthGI3dqdgq9CpQybNtNHMg+SOUKbzA924cOevcONCEcG0HcHXhYTDd05IctxIcAWm+WTkZmbn8vMLi4Wl5ZXVteL6RluFsaSsRUMRyiuXKCZ4wFrAQbCrSDLiu4JdureNsX95x6TiYXABw4h1fdIPuMcpAY2cIlVlUsVu5dj2JKFJI01GzTKpjPTuVkYptlXsOwk/ttLrzPliN19sklO2YB6Umw7XmSpuOjea25L3B1BxiiWzZk4G/xVWJkoomzOn+Gj3Qhr7LAAqiFIdy4ygmxAJnAqWFuxYsYjQW9JnHS0D4jPVTSZlpHhHkx72QqlXAHhCv59IiK/U0Hd10icwUL+9MfzP68TgHXUTHkQxsIBOL/JigSHE42Zxj0tGQQy1IFRy/VZMB0S3Crr/gi7B+v3lv6K9W7MOavvne6X6SVbHAtpC26iMLHSI6ugUnaEWougePaNX9GY8GC/Gu/ExjeaM7Mwm+jG5/CfyYrGB</latexit>

s(a, b) =
C

|I(a)||I(b)|

|I(a)|X

i=1

|I(b)|X

j=1

s (Ii(a), Ij(b))

<latexit sha1_base64="WV14f76/pSi6MTmmXLReWr3dMXk=">AAAB9XicbZDLSsNAFIZPvNZ4q7p0M1iEuimJeFsW3dhdBXuBJpbJdNIOnUzCzEQpoe/hxoUibn0Xd76N0zYLbf1h4OM/53DO/EHCmdKO820tLa+srq0XNuzNre2d3eLeflPFqSS0QWIey3aAFeVM0IZmmtN2IimOAk5bwfBmUm89UqlYLO71KKF+hPuChYxgbayHWhmfIM+za11mqFssORVnKrQIbg4lyFXvFr+8XkzSiApNOFaq4zqJ9jMsNSOcjm0vVTTBZIj7tGNQ4IgqP5tePUbHxumhMJbmCY2m7u+JDEdKjaLAdEZYD9R8bWL+V+ukOrzyMyaSVFNBZovClCMdo0kEqMckJZqPDGAimbkVkQGWmGgTlG1CcOe/vAjN04p7UTm/OytVr/M4CnAIR1AGFy6hCrdQhwYQkPAMr/BmPVkv1rv1MWtdsvKZA/gj6/MHqaGQsA==</latexit>

I(a)

Ii(a)

ß Incoming nodes to a ß the i-th  incoming node of a

Where C is a constant between 0 and 1
<latexit sha1_base64="Yb878vxmz8aUabK3DET395MB2zA=">AAACEXicbZDJSgNBEIZ7XGPcoh69NCZCvISZgMtFCHrRWwSzQBJCT6eSNOlZ6K4RhiE+ghdfxYsHRbx68+bb2FkOMfGHhp+vqqiu3w2l0GjbP9bS8srq2npqI725tb2zm9nbr+ogUhwqPJCBqrtMgxQ+VFCghHqogHmuhJo7uB7Vaw+gtAj8e4xDaHms54uu4AwNamfy6dxtnp1cNsELMdaAOfo4EjXYncXtTNYu2GPRReNMTZZMVW5nvpudgEce+Mgl07rh2CG2EqZQcAnDdDPSEDI+YD1oGOszD3QrGV80pMeGdGg3UOb5SMd0diJhntax55pOj2Ffz9dG8L9aI8LuRSsRfhgh+HyyqBtJigEdxUM7QgFHGRvDuBLmr5T3mWIcTYhpE4Izf/KiqRYLzlnh9K6YLV1N40iRQ3JE8sQh56REbkiZVAgnT+SFvJF369l6tT6sz0nrkjWdOSB/ZH39AqcTm7I=</latexit>

I(a) = ; I(b) = ;When                            or                          then  s(a,b) = 0

10

9

8
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