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INTRODUCTION (1)
Stakeholders of cultural assets need more
advanced and comprehensive ICT systems
for monitoring and modelling visitor’s be-
haviors.
In order to asses such needs, a set of IoT data
about visitors’ behaviors in the MANN mu-
seum have been used. The dataset is com-
posed of 4258, 4962, and 9634 elements for
the months of August, September, and Octo-
ber, respectively. For each visitor the dataset
contains:

• time they spent in each of the 13 nodes
of the museum

• total time of the visit

• inside time, i.e. time inside the mu-
seum, except the time spent in queue

• displacement time, i.e. time period visi-
tor has not been tracked for more than
12 seconds

K VALUE SELECTION AND PCA (2)
To choose the number of clusters, k, we used a heuristic approach based on methodologies
implemented in the NbClust package, [1], and on the ideas reported in [2] as difference-like
and optimization-like criteria.
To choose the final k an ensemble approach through a voting technique is used.
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CLUSTERING RESULTS (4)
Cluster profiles results, varying by months, obtained by K-Medoids (PAM) [3] because it is
less sensitive to outliers than K-Means.

DATA VISUALIZATION: A COMPARISON (5)
Example of a three field plot [4], for the month of October (time quantiles and medoids).

TIME CORRELATION (3)
Find correlations among data can help to
highlight relevant features to analyze.


