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'The Business Intelligence
Group@UNIBO

m The Business Intelligence Group has been carrying out its
research activity since 1997, mainly aiming at studying
methodologies, techniques and technologies in the field of Data

Analysis

v Currently 5 researchers are involved NoSQL

= More in details: Social B¢ Mining
v Business Intelligence Forecasting § m'é < DataWarehousing
v Data Warehouse g D 3 OConcep«ual modeling
v Simulations % .gAna[ytlcs
v Pervasive Bl .a m Data mteggratlon
¢ Collaborative B Business Intelligence

m Our current research topics are related to:

L v Social BI

v Big Data & NOSql DBMS | ]
v Semantic Data Warehousing E\lflgilrl}esesnce
v Data mining Groug

Introduction to SBI




IUser Generated Contents

m User-generated content (UGC) refers to a variety of media
content available in a range of modern communications
technologies. UGC is often produced through open collaboration
[wikipedia].

m Although, a UGC can be an audio or a video in the following we
will refer to textual ones, that can be classified according to the
media that generated it:

v Internet forums cem ShaING oy e s .
< Blogs msomalmedla -
v Wikis i aion peopmm
v Social networks

v Customer review sites

m UGCs do not carry only news, preferences, opinions, etc. but they
are also rich of meta-data such as:

v Geo-localization

v Information about the authors

v Information about the media

UGC Exploitation

m UGC is raising an increasing interest from decision makers
because it can give them a fresh and timely perception of the
market mood (inbound) and can be used to deliver important
messages to potential customers (outbound)

v Social events are perceived by traditional information systems when they
impact on the company processes (e.g. sales reduction). Social events are
perceived by SBI systems when they start happening , that can be several
days/weeks/months before their effects impact the company information
system

m Exploiting such opportunities requires the companies to adapt
their business model to the new market that implies

v new ways to communicate

v new competitors

v new consumers

m Such model is often called Social Business Model (SBM) since
business processes are influenced by the internet user
behaviors that can be captured and influenced through the
analysis and production UGCs.
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UGC Exploitation

® Many SBM related software are sailing the wave but the route is

still very long Social
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UGC Exploitation: Digital Marketing

m The division that is more affected by UGC is often the marketing
one

v Digital marketing divisions are growing their budgets and their relevance within
the company strategy

m Marketing in the era of social network is based on Word of Mouth
and is aimed at making the customer the main actor in
communicating the value of a product or service

Alareness

Consideration

Conversion

Source: (Malloy, 2012)
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'Digital Marketing: activities
breakdown

COMMUNICATE

PERSONALIZE GATHER DATA

PREDICT ANALYZE

Source: (Malloy, 2012)
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'Digital Marketing: Activities
Breakdown

Social engagement

Search campaign )
Web site management

management
Email campaigh management
Web site COMMUNICATE (Other) campaign management
personalization
Ad targeting
PERSONALIZE GATHER DATA
Visitor intent Clickstream analysis

Web site analysis
PREDICT ANALYZE
Community reaction Social influence |d§nt|f|cat|on
(Other) campaign optimization Trend/anomaly detection
Segmentation Source: (Malloy, 2012)

Search optimization
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'Digital Marketing: Technology

Building Blocks

COMMUNICATE

Cloud infrastructure

Consumer profile management Data mining | lent processing
PERSONALIZE GATHER DATA
. Database management
Privacy management £

Ontology building
Visualization Text mining
PREDIGT  ANALYZE NLP

Machine Learning  Statistical
Methods

Source: (Malloy, 2012)

T IR & )

|
Social-Media Monitoring tools

m  Many commercial tools and platforms are available for analyzing
the UGC
v Brandwatch
v Tracx
v Clarabridge
m They typically rely on a large but fix set of glitzy dashboards that
analyze the data from set of points of view...
v Topic usage
v Topic correlation
v Brand reputation
®m ... and using some ad-hoc KPIs
v Topic counting (e.g. Top topic, Trending topic)
v Sentiment and polarization
m Rely on a cloud architecture and are oriented to business users
with limited capabilities in managing data
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I
Social-Media Monitoring tools

m Social-Media Monitoring tools are often offered as-a-service

v
v

AR NEENEEN

Q

Are project-oriented (typically with a narrow time-horizon)

Lack in providing a sufficient verticalization/personalization of the
system in term of dictionaries, rules, etc..

Provide limited capabilities for data cleaning and data enrichment
The historical depth of data is limited or expansive
Data reworking in presence of new requirements is unfeasible

Are perceived by companies as self-standing applications, so UGC-
related analyses are run separately from those strictly related to
business

Does not allow integration with corporate data (Grimes, 2014)
Lack in providing flexible and user-driven analysis (Grimes, 2014)

) RN )

'From Social-Media Monitoring
to Social Business Intelligence

m Social-Media Monitoring process can be seen as a DW process

v
v
v

Extract semi-structured data from the web/data provider/CRM
Transform, enrich and clean data
Load data in a system oriented to data analysis

m The process is much more complex since

v

v
v
v

Crawling the web is not as easy as accessing the enterprise DBs
Data are semi-structured

Enrichment is based on text-mining and NLP techniques

Data volume could be huge
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Social Bl: a Definition

m Social Business Intelligence is the discipline that applies DW
and OLAP approaches to the analysis of user-generated content
to let decision-makers improve their business based on the
trends perceived from the environment.

m As in traditional Bl the goal of SBI is to enable powerful and
flexible analysis even for decision makers with limited technical
skills.

®m In a SBI system

v OLAP-like operators allow flexible, detailed and user-driven
analysis
v Social data becomes an asset of the company
* Verticalization/Personalization improves analysis effectiveness
» Data can be reworked in order to clean and enrich data as much as
needed
* Social data can be integrated with corporate data in order to better
analyze the effect of social behaviors on the enterprise
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| The Trend

- Business Intelligence J

» Owned Data Global Environment

* Web/Social Media Monitoring
* User Generated Content

« Social Business Intelligence
* Owned Data + Social Data

Z

Voice of the Customer

YA
Corpor

Data

|
Verticalization

m Verticalization of an SBI system refers to the possibility of tuning
the system based on the specific domain of listening the
application is running on:

v Dictionary enrichment, words specific of the domain of listening are
added to the system dictionary in order to make it able to recognize
and analyze them

v Polarization changes, refer to changing the general polarization of a
word (positive or negative) in order to better capture its
understanding in the specific domain of listening

* Fried is not negatively polarized but if we are running a project for a company
working in the pre-cooked food market and we find ‘the fish smell of fried'....

v Semantic Enrichment tuning: is aimed at improving the
effectiveness of semantic enrichment phase helping the system to
understand more text

* Syntactic relationships definition: typical of NLP approaches, new rules and
principles that govern the sentence structure are added in order to allow the
system to understand more clips

— The simplest example are multi-words such as carta di credito

* Textual patterns definition: typical of text mining approaches, improve capability of

the engine by adding new text patterns
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'Integration with Enterprise
Data

There is no reason for considering social data different from owned
one. Managers and data analysts must make a step forward and
start working with unstructured, possibly imprecise data. This is just
because such data are now available and have an indisputable
information value
® In a digital enterprise all the available information should freely

flows within the information system

m Directly handling the social data
v Adds an asset to the information system

v Enables a full exploitation of the social data since

* Makes it possible to different users to analyze them according to their
own goals. The value is in the data not in the reports!

» Enable business processes to be triggered by events captured by
social data

m Directly handling the social data
v Requires new expertizes to be hired
v An enterprise-wide digital strategy to be defined

I BN e )

'Integration with Enterprise
Data

m Carrying out cross-analysis between enterprise and social data
is fundamental to properly understand the impact of social
events on the enterprise

v Ex-post analysis
* Coupling the trend of a product sentiment with its sales
¢ Coupling customer complaints with the churn rate
* Coupling the level of appreciation of a marketing campaign with the sales
increase
v Ex-ante (real time)

* Situational Awareness: understand which enterprise facts (contract, plant,
delivery) are affected by an external event (strike, earthquake, accident)

m Social and enterprise data integration requires:
v Use the same platform for Bl and SBI analyses
v Associate enterprise objects (i.e. products) to social ones

06/07/2015
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Some Non-Technical Remarks

= The interest around Social-Media Monitoring and Social Bl is
high since companies cannot ignore UGC-derived information

= Nowadays project costs are largely determined by the licenses
of commercial tools

v Crawling engines for gathering data from the web
v Semantic engines for data enrichment

= The future of Social Bl will be determined by:

v The spreading of open source software or with more affordable
prices (e.g. Google Prediction API?)

v A more clear understanding of the impact of the social
environment on the performance of real enterprise

06/07/2015
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Social Bl related research challenges

Open data Architecture
Crawling Data Modeling  Architecture
Crawling tech. & storage
Linked data Ontology  Big data
Text-search

engine

Managing Understanding

Querying &
Visualizing

) RN )

Social Bl related research challenges

Open data Architecture
Crawling Data Modeling  Architecture
Crawling tech. & storage
Linked data Ontology  Big data

Text-search
engine

Managi Understanding

Querying &
Visualizing
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An Architecture for SBI

|Functional Modules
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m ODS (Operational Data Store) that stores all the relevant data
about clips, their topics, their authors, and their source channels.
For the topic ontology a triple store repository is adopted

Document DB that enables efficient free-text search.

® A data mart that stores clip and topic information in the form of a
set of multidimensional cubes to be used for decision making.

m A crawling component that runs a set of keyword-based queries
to retrieve the clips (and the related meta-data) that lie within the
subject area.

06/07/2015
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I
Project types

m The components mentioned above are normally present, though
with different levels of sophistication, in most current commercial
solutions for SBI.

m Level 1: Best-of-Breed A best-of-breed policy is followed to
acquire tools specialized in one of the steps necessary to
transform raw clips in semantically-rich information.

v Followed by those who run a medium to long-term project to get full control of
the SBI process by finely tuning all its critical parameters

v Typically aimed at implementing ad-hoc reports and dashboards to enable
sophisticated analyses of the UGC.

m Level 2: End-to-End A single software/service is acquired and
tuned.

v Customers only need to carry out a limited set of tuning activities that are
typically related to the subject area, while a service provider or a system
integrator ensures the effectiveness of the technical (and domain-
independent) phases of the SBI process.

T IR & )

|
Project types

m Level 3: Off-the-Shelf Consists in adopting, typically in a as-a-
service manner, an off-the-shelf solution supporting a set of
reports and dashboards that can satisfy the most frequent user
needs in the SBI area (e.g., average sentiment, top topics,
trending topics, and their breakdown by source/author /sex).

v With this approach the customer has a very limited view of the single activities
that constitute the SBI process, so she has little or no chance of positively
impacting on activities that are not directly related to the analysis of the final
results.

06/07/2015
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|The Crawling module

m This module is in charge of capturing UGCs through a set of
keyword-based queries

m  While this task is quite easy when the UGC sources are controlled
by the enterprise (e.g. Enterprise CRM), it becomes very hard
when the listening domain is the web

v Parsing XML or JSON data
v Split content from advertising
v Discard duplicate contents/clips
Collect meta-information about sources, authors, etc.

m Approaches are mainly based on
v Templates of the web-source pages
v API provided by the web-source

<

T IR & )

The Semantic Enrichment module

m  This module is in charge of extracting from the raw text as many
information as possible

m A large amount of research has been carried out on this issue.
The main tasks carried out are:

v Entity extraction: locates and classifies elements in text into pre-defined
categories (e.g. names of persons, organizations, locations)

v Relation extraction: identifies relations between named-entities

v Sentiment analysis: identifies the positive, negative or neutral polarization
text. Depending on the adopted technique can be roughly computed at the
clip level, or can be detailed for each words group. (Liu, 2012)

v Clip clustering : identifies clusters of clips related to the same topics.
m  Approaches range in

v Statistical and Text mining

v Machine-learning

v Natural Language Processing

06/07/2015
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NLP - Natural Language processing

= Try to achieve a complete understanding of the text

v Morphological analysis : analyzes morphems, the "minimal unit of
meaning", that build up words.
* il termine “unhappyness ” is made up by the prefix “un” (i.e. not), by the free
morphem “happy ” and by the suffix “ness” (i.e. being in a state or condition)
v Lexical Analysis: associate to each word the
* Matteo [proper noun, singular]
* gives [to give, 3rd person singular, present]
* aflart]
* book [common noun, singular]
* to [preposition]
* Fabio [proper noun, singular]
v Syntax Analvsis: determines the role of the terms in the sentence
iobj
subj obj

Matteo gives a book to Fabio

v Semantic Analysis: determines the sentence meaning by
choosing, for each word, the correct meaning exploiting syntactic
relationships between terms and the sentence context

T IR & )

NLP - Natural Language processing

m Ensures an high effectiveness when texts are properly written
and do not contain error or use web dialects, etc.
v Blog
v On-line newspapers

= Natural languages are ambiguous
“I'm glad I'm a man, and so is Lola!“, Lola is a man or is she happy?
“John saw the man on the mountain with a telescope“, Who has the telescope?

“Stolen painting found by tree“, Either a tree found a stolen painting, or a stolen painting was
found sitting next to a tree.

v Polysemy
John spilled coffee on the newspaper The physical newspaper

The newspaper fired its editor The company that publishes the newspaper
The newspaper has decided to change its format The newspaper as an edited work

06/07/2015
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Data Modeling in SBI

|Analysis of textual UGC

m The problem of storing textual documents in multidimensional
form to enable OLAP analyses has been explored in the literature
to some extent.

m In (Lee, 2000) the authors propose a cube for analyzing term
occurrences in documents belonging to a corpus
v The categorization of terms is obtained from a thesaurus or from a concept

hierarchy such as Wordnet

v Term extraction has been carried out using a pre-processing phase
v Document dimension includes structured bibliographic information obtained

from the document XML

v Terms categorization is very simple and nothing is said about performances

o O
Zegion Country
@]

Year

Menth

o—o—

Day

Term Occurrence

Weight (tF-idf)

ODn(umenl

‘-_.__OTann OCategory
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Analysis of textual UGC

m In (Ravat, 2008) the authors propose textual measures as a
solution to summarize textual information within a cube.

m Textual measures are classified as:

v Araw textual measure is a measure whose content corresponds to the
textual content of a document for a document fragment (e.g. the content of a
scientific article in XML format stripped of all the XML tags that structure it).

v An elaborated textual measure is a measure whose content is taken from a
raw textual measure and has undergone a certain amount of processing. A
textual measure such as a keyword measure is an elaborated textual
measure. This kind of measure is obtained after applying processes on a raw
textual measure such as withdrawing stop words and keeping the most
significant ones regarding the document’s context.

Articles

O e (yuthor__jinstitute_j~yCountry

AcceptRate
Text (Raw) MName
Keywords {Elaborated)

(@]

Year  Menth Day

HEEC1 wa| )

|Analysis of textual UGC

= The top-keywords are calculated associating a weight to the terms t belonging to
texts associated with a specific cell ¢; of an aggregated cube (i.e the c; becomes

the corpus)
v Pre-processing of texts eliminate stop-words

v A scoring function, such as tf-idf, is needed

* TF Term-frequency of a term t within documents belonging to cell i,j
IDF Inverse document frequency: representativeness of a term t within documents belonging to cell i,j

Wij = tf”(t) X ldf”(t)
_ @)
ty® ="
n;; is the number of terms in ¢; documents
n;; (1) is the number of occurrence of tin ¢; documents
d;; is the number of documents in ¢;
d;; (t) is the number of documents including tin ¢;

. dij+1
ldfl](t) = 10g$

= Top-keyword is an holistic operator, thus its computation requires the original
data (i.e. materialized views cannot be used to optimize performances)

06/07/2015
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|Analysis of textual UGC

®m In (Rehman 2012) the authors propose a complete architecture for
OLAP analysis of tweets
® A multidimensional model is proposed
v Only Twitter meta data are exploited and no-topic hierarchy is included

v The cube is loaded with tweets related to a specific hashtag or topic.
The selection of the relevant tweet is carried out at the ETL level.

Year

o
\ \Vsk

Quarter

y Location
0. Nam TweetCount @
T — 7 User="
O O — | #freinds O
Manth #followers \\Name
#status UR|  —
WeekDay #favorited .
¥ #listed
o0—0O '® O O/ \OSE(DHd {Minute_yHour
tinent  Country City  location  Tweet
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|Analysis of textual UGC

m In (Garcia-Moya 2013) the authors propose a complete architecture
for Social Bl

v Corporate and social cubes are integrated through conformed
hierarchies

Sales
o) Profits

andDatabases | ——

Product D Ml
= =
‘ e
N .
w% T
o i
- ARVING
(o Gz
Qualifier D '

Feature Assessment Relevance

I l
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|Analysis of textual UGC

®m In (Garcia-Moya 2013) the authors propose a complete architecture

for Social BI

v Corporate and social cubes are integrated through conformed

hierarchies

v Automatic Semantic Annotation is carried out in order to semantically
enrich both the corporate and social data

Knowledge Resources
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Product lexicons.
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Sentiment Sources
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Ranked features
. Sentiment facts l
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Semantic data/metadata
= Annotation
‘ e - Data warehouse
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ikipedia
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|Analysis of textual UGC

m In (Garcia-Moya 2013) the authors propose a complete architecture

for Social Bl

v Corporate and social cubes are integrated through conformed

hierarchies

v Automatic Semantic Annotation is carried out in order to semantically
enrich both the corporate and socal data
Corporate data and meta-data related
to Product are annotated with
wikipedia semantic information

Knowledge Resources

‘ Wikipedia

-

—

- Product
Seman data/metadata
Annotation

entries

Product lexicons |

Data warehouse

y = 1) -
— Wikipedia Corporate
‘ Opinion categories P
Lexicon X fart
Filter Lyiss Sentiment
Wikipedia ot Part

Di
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Feature
imension Facts

)

swonymsJ

Ranked features Z
Product Sentiment ‘—+ Semantic Semantic
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Sentiment Sources (3) (4) (5)
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|Analysis of textual UGC

®m In (Garcia-Moya 2013) the authors propose a complete architecture
for Social Bl
v Corporate and social cubes are integrated through conformed
hierarchies
v Automatic Semantic Annotation is carried out in order to semantically
enrich both the corporate and socal data

The main Wikipedia categories related to the
Corporate products are manually selected in order
to project Wikipedia on the company domain

Knowledge Resources

Semantic

| Wikipedia N Data warehouse

— Wikipedia |
Opinion categories Corporate ;

Lexicon Y Part
T L

- e; Lyiss Sentiment
ikipedia e (T

entries Part

————.

AN
(2) Leropuct
S

Feature
Dimension

Opinion
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Product lexicons. Synonyms

Product Ranked features
fevers . Sentiment facts l

 Sentiment Sources (3) (4) (5)

Sentiment
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Semantic
Unification

Semantic
Annotation
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|Analysis of textual UGC

m In (Garcia-Moya 2013) the authors propose a complete architecture
for Social Bl
v Corporate and social cubes are integrated through conformed
hierarchies
v Automatic Semantic Annotation is carried out in order to semantically
enrich both the corporate and socal data

The lexicon related to semantically annotated concepts is
stored (Lp;oquct) together with those corporate terms that
are not found on Wikipedia (Lyss )

Knowledge Resources

Semantic
Annotation

| Wikipedia - Data warehouse
ini Wikipea Corporate |
Opinion categories p
Lexicon Part |
w‘ii"te;‘ Luiss Sentiment ‘
ikipedia —
entries Part
e Feature Opinion
ol
| Pl i | DimensionJ Facts J SV“""V’“SJ

R d featt /’
e Semantic
eviews Sentiment facts Unification

| Sentiment Sources | (3) (4) (5)

Sentiment
Analysis

Semantic
Annotation
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|Analysis of textual UGC

®m In (Garcia-Moya 2013) the authors propose a complete architecture
for Social Bl

v Corporate and social cubes are integrated through conformed
hierarchies

v Automatic Semantic Annotation is carried out in order to semantically
enrich both the corporate and socal data

Social post are collected and processed in order to get a
set of potential product features and a set of opinions

Semantic
Annotation /

Knowledge Resources

| Wikipedia N Data warehouse

— Wikipedia |
Opinion Corporate ;

Lexicon Part
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P e
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|Analysis of textual UGC

m In (Garcia-Moya 2013) the authors propose a complete architecture
for Social Bl

v Corporate and social cubes are integrated through conformed
hierarchies

v Automatic Semantic Annotation is carried out in order to semantically
enrich both the corporate and socal data

Generated information are semantically annotated too ]

Knowledge Resources

Semantic
Annotation i e
Data warehouse

| Wikipedia
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— Wikipedia
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|Analysis of textual UGC

®m In (Garcia-Moya 2013) the authors propose a complete architecture
for Social Bl
v Corporate and social cubes are integrated through conformed
hierarchies
v Automatic Semantic Annotation is carried out in order to semantically
enrich both the corporate and socal data

Exploting all the information collected so-far semantic
annotation are simplified and cleaned in order to store
only the useful and complete ones

Knowledge Resources

Semantic
Annotation

(1
Wikipedia
categories

Filter
Wikipedia
entries

bata warehouse

‘ Wikipedia

e
Opinion
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Product lexicons.
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 Sentiment Sources (3) (4) (5)

Sentiment
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Semantic
Annotation
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|Analysis of textual UGC

m In (Dayal 2012) the authors propose a complete architecture for
Social B
v A first advanced solution for modeling the topic hierarchy is proposed

v The authors stress the need to couple enterprise data with social one in
order to achieve situational awareness for enterprise related events.

v Topic hierarchies are recognized to be different from traditional OLAP
hierarchy from several point of views

v Topic hierarchies are modeled as parent-child tables

06/07/2015
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'Analysis of textual UGC through
relevant topics

m A key role in the analysis is played by topics, meant as specific
concepts of interest within the subject area

S N 3h
‘ | My @nokia @windowsphone helps me be more, do more & adds to
'—. .| my good looks 1} A win-win situation if you ask me! :) #Lumiag920
wps
Expand

T IR & )

'Analysis of textual UGC through
relevant topics

m A key role in the analysis is played by topics, meant as specific
concepts of interest within the subject area

| s N an

‘ ‘ Mye\ps me be more. do u Positive
— n::p% goks A =it situation if you ask me! ) sentiment
Expand expressed
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'‘Analysis of textual UGC
through relevant topics

m A key role in the analysis is played by topics, meant as specific
concepts of interest within the subject area

[

N 3n
‘ MY elps me be more, do more-8-adds to Positive
—_ my goeeHooks TTA =T situation if you ask me! ) sentiment

wps
Expand expressed

m Topics are an obvious candidate dimension of the cubes for
Social Bl, but:

v Trending topic are heterogeneous and OCCURRENCE
change quickly over time /’T:;cyb | totaloce
. . . . . T itiveO
v A classical dimension table with a static ~—_" | heaatveoe
hierarchy is not suitable avgSentiment
Date Month Year
Clip (o D2 Menth Yea
Source /—// \Q\l{lhﬁr OSex
Media Type,/ 5 o

' Language  Country
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|Topic hierarchy schema

m Consider a mobile-oriented scenario

4.8in Display. 8MP
Camera
Galaxy
E>®  Lumia920® Galaxy II1® oTab
o
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I
Topic hierarchy schema

= Consider a mobile-oriented scenario

v Most topics can be classified into levels, that correspond to
aggregation levels in traditional hierarchies

Component [~
4.8in Display. 8MP °
Camera
Product |- -
. Galaxy

E5® 1umiag20® Galaxy 1@ PYED
|
Type : N
Nokzl Samsung
[ ] Tablet®
Smartphone

|Topic hierarchy schema

= Consider a mobile-oriented scenario

v Most topics can be classified into levels, that correspond to
aggregation levels in traditional hierarchies

v Relationships between topics highlight roll-up relationships

06/07/2015
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I
Topic hierarchy schema

m How is a topic hierarchy different from a traditional hierarchy?

1. Dynamicity: new topics, relationships and aggregation levels might be
added at any time

Product |- Finger Pathologies
Galaxy ®

E5 Lumia 920 Tab /
asBrand S~ causedBy
R - h?s\\
_has T
asType Touchscreen

Samsung

Nokia
atego :
gory - ,\\hasCategor
N /I
Mobile Tech

) RN )

|Topic hierarchy schema

® How is a topic hierarchy different from a traditional hierarchy?

1. Dynamicity: new topics, relationships and aggregation levels might be
added at any time

2. Mixed granularity (facts associated to non leaf-topics) and unbalanced

i i |8 N 3n
hierarchies ‘ i M-'.vmdo'.vsphune helps me be more. do more-&-adds to
'— | my good looks )} A win-win situation if you ask me!
#Wp8
Expand

Lumia 920

asBrand

Nokia

Samsung
Tablet!

Mobile Tech
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I
Topic hierarchy schema

m How is a topic hierarchy different from a traditional hierarchy?

1.

Dynamicity: new topics, relationships and aggregation levels might be
added at any time

Mixed granularity (facts associated to non leaf-topics) and unbalanced
hierarchies

Integration: some topics are also part of business hierarchies and
require a direct connection with the enterprise cube

SALES
Component [— number
4.8in Display 8MP T
,,,,,,,,,,,,, Galaxy 5 Product
E5 Lumia 920 Tab
hasBrand
& Type

Nokia Samsung
Tablet

asType T
5

Smartphone Categor

) RN )

|Topic hierarchy schema

® How is a topic hierarchy different from a traditional hierarchy?

1.

Dynamicity: new topics, relationships and aggregation levels might be
added at any time

Mixed granularity (facts associated to non leaf-topics) and unbalanced
hierarchies

Integration: some topics are also part of business hierarchies and
require a direct connection with the enterprise cube

Semantics: roll-up relationships between topics can have different

Samsung
Tablet!

Mobile Tech
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I
The Meta-Star approach

= Meta-Stars overcome these issues by using a combination of
modeling strategies (Gallinucci, 2013; Gallinucci, 2015)

= Navigation tables
v Support hierarchy instances with different lengths and non-leaf facts
v Allow different roll-up semantics to be explicitly annotated

= Meta-modeling
v Enable hierarchy heterogeneity and dynamicity to be accommodated

= Traditional dimension tables
v Easy integration with standard business hierarchies

) N e )

The Meta-Star approach

® Implementation of a Meta-Star requires two components:

= ATopic Table
v Stores all the topics of the hierarchy

v Topic levels can be modeled in a static way (i.e., like in a classical
dimension table)

= ARollup Table
v Stores every relationship between two topics in the transitive closure
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I
The Meta-Star approach

= Implementation of a Meta-Star: the topic table

v One row for each topic

TOPIC_T

1dT Topic Level

1 8MP Camera Component

2 Galaxy Il Product

3 Galaxy Tab Product

4 Smartphone Type

5 Tablet Type

6 Mobile Tech Category

7 Samsung Brand

8 Finger Path. -

9 Touchscreen

) N e )

The Meta-Star approach

= Implementation of a Meta-Star: the topic table
v One row for each topic

TOPIC_T

dT Topic Level
1 8MP Camera Component
2 Galaxy Il Product
3 Galaxy Tab Product
4 Smartphone Type
5 Tablet Type
6 Mobile Tech Category
7 Samsung Brand
8 Finger Path. -
9 Touchscreen
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I
The Meta-Star approach

= Implementation of a Meta-Star: the topic table
v One row for each topic
v Columns for each static level, like in a classical dimension table

TOPIC_T

1dT Topic Level Product Type Category
1 8MP Camera Component - -
2 Galaxy Il Product Galaxy Ill Smartphone Mobile Tech
3 Galaxy Tab Product Galaxy Tab Tablet Mobile Tech
4 Smartphone Type Smartphone Mobile Tech
5 Tablet Type Tablet Mobile Tech
6 Mobile Tech Category Mobile Tech
7 Samsung Brand -
8 Finger Path. - -
9 Touchscreen -

T IR & )

|The Meta-Star approach

® Implementation of a Meta-Star: the roll-up table
v One row for each arc in the transitive closure of the hierarchy

ROLLUP_T

1
2

NoOBANNER P!

WN PP PP

Childld RollUpSignature Fatherld

000000 1
000000 2
000000
100000
100000
010000
001000
000100
000001
000010

© O oO~NDWN:

110000
110000
101000
100010
010100
010100

oo o~

110100 6
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I
The Meta-Star approach

m Implementation of a Meta-Star: the roll-up table
v One row for each arc in the transitive closure of the hierarchy

ROLLUP_T
Childid RollUpSignature Fatherld o Each bit of the roll-up signature

1 000000 1 corresponds to one roll-up
2 000000 2 semantics
000000 . ) .
1 100000 2 > If the hierarchy includes a directed
1 100000 3 path from t, to t,, the bits
2 010000 4 corresponding to the involved roll-
2 001000 7 up semantics are setto 1
4 000100 6
8 000001 9 S| 2 -~

b~ (=]
2 000010 9 5 52|, [
=1 = I I 3 )

[l ol I P )
1 110000 4 a &1o 2
1 110000 5 = <3 ©
1 101000 7 L = t2
1 100010 9 8MP Mobile
2 010100 6 Camera Tech
3 010100 6

T IR & )

|Slowly-chan,c,‘,ing Meta-Star

m Meta-stars natively support data and schema changes, keeping
track of the different version require further expedient

m Different techniques can be adopted. According to Kimball
terminology

v Type-2 solution: data versions are tracked by creating multiple tuples in the
dimension table for the same natural key. No changes to the star schema is
needed

v Full logging: a couple of timestamps is added to dimension tables to explicitly
model the temporal validity of each version so as to enable more expressive
queries

m  While handling different data versions is essentially a technical
problem, dealing with changes in the schema of hierarchies is still
a research issue, with only a few proposed solutions in the
literature (e.g., Golfarelli, 06).
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|Slowly-changt.f,ingt,g Meta-Star

m Type-2 solution does not impact on the meta-star schema and is
implemented by properly setting the ETL process only

m Full logging impacts on the meta-star schema
B Tracking changes in the roll-up partial order requires timestamps in the roll-up
table only
B All the other operations also involve the topic table since a change in a
topic/level must be reflected in all the related arcs (i.e. in the roll-up table)

TOPIC_T
|I£I_T Topic Level From To Master
1 8MP Camera Component Jan 01 2014 - 1
2 Galaxy Il Product  Jan 01 2014 - 2
3 Galaxy Tab Product  Jan 01 2014 - 3 £5¢ Lumia 920,
4 Smartphone Type Jan 01 2014 - 4
5 Tablet Type Jan 01 2014 - 5
6 Mobile Tech  Category Jan 012014 - 6 Nokia
7 Samsung Brand Jan 01 2014 - 7
8 Finger Path. - Jan 01 2014 - 8
9 Touchscreen - Jan 01 2014 - 9 Mobile Tech
L
Slowly-changing Meta-Star
8MP
Camera ®
Lumia 920, Galaxy
E5 Tab
Galaxy Ill
=<
Nokia/ \. Samsung
SubCat ~ Smartphone Tablet
Mobile Tech
TOPIC_T
dT Topic Level From To Master ROLLUP T
1 8MPCamera Component Jan 012014 - 1 Childid RollUpSig Fatherld From To
2 Galaxy Il Product Jan 01 2014 - 2
3 GalaxyTab  Product  Jan 012014 3 1 000000 boodmone
alaxy 1a roductJan : .. 000000 ..
4 Smartphone Type Jan 01 2014 Jan 312014 4 1 100000 2 Jan0114 Jan 3114
5 Tablet Type Jan 01 2014 - 5 2 010000 4 Jan 0114 Jan 3114
6  Mobile Tech Category  Jan 01 2014 - 6 4 000100 6 Jan 0114 Jan 3114
7 Samsung Brand Jan 01 2014 - 7
N 10 000001 6 Feb 01 14 -
8  Finger Path. - - 8
g Jan 01 2014 2 010000 10 Feb0114 -
9 Touchscreen - Jan 01 2014 - 9
10 Smartphone SubCat Feb 01 2014 4
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I
Querying Meta-Stars

m The query class we adopt is the typical GPSJ:
v Generalized Projection (group by)
v Selection (where)
v Join (from)
® The total number of positive occurrences in clips written in italian
during each month of 2014 and for each Media Type can be
represented in a traditional cube as
v Generalized Projection Media Type, Month
v Selection Year = ‘2014'AND Language = ‘italian’
v Join OCCURRENCE, CLIP

= While the query semantic is clear when
standard hierarchies are involved, ¢ Topie | e
things become more complex when the | [egavecee
full expressivity of topic hierarchy | Date Month Year
is involved... Soumef'/"—\*@@ o
Media Type~~ (5 O e

' Language  Country

OCCURRENCE

T IR & )

|(,luerying Meta-Stars

® Question: what is the current average sentiment over
smartphones?
v Facts can be associated to non-leaf topics
v Result’'s meaning is highly influenced by the involved semantics

Mobile Tech
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|(;lueryingf.f, Meta-Stars

m  Question: what is the current average sentiment over
smartphones?
v Facts can be associated to non-leaf topics
v Result’'s meaning is highly influenced by the involved semantics

Component [~
4.8in Display 4 8MP

Product === -

ES Lumia 920 Tab
hasBrand
\ {
T
Nokia haszpj [ Samsun e

Smartphoneg

hasCategor

Mobile Tech

) RN )

|(;,luerying.g Meta-Stars

® Question: what is the current average sentiment over
smartphones?
v Facts can be associated to non-leaf topics
v Result’'s meaning is highly influenced by the involved semantics

Samsun

Tablet!
Smartphoneg

hasCategor

Mobile Tech
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|(;lueryingf.f, Meta-Stars

= Question: what is the current average sentiment over
smartphones?
v Facts can be associated to non-leaf topics
v Result’'s meaning is highly influenced by the involved semantics
v Not all the topics could be associated to a level

Component [~ - Finger pathology
4.8in Display 4 8MP /,

Product === -

Mobile Tech

) RN )

|(;,luerying.g Meta-Stars

®  We distinguish two main type of queries
v Schema-free topic query : the GP component is defined by topics
v For each of the given topics a group is defined

v Schema-aware topic query : the GP component is defined by levels
v As in traditional OLAP query a group is created for each topic of the given level
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|(;lueryingf.f, Meta-Stars

m  We distinguish two main type of queries
v Schema-free topic query : the GP component is defined by topics
v For each of the given topics a group is defined
v Schema-aware topic query : the GP componentis defined by levels
v As in traditional OLAP query a group is created for each topic of the given level
m The semantic filters determines the composition of each group

v Queries without topic aggregation  : only facts related to the specific
topic are considered

Component [~
4.8in Display 4 8MP

Product === -

Smartphoneg

hasCategor

Mobile Tech

) RN )

|(;,luerying.g Meta-Stars

®  We distinguish two main type of queries
v Schema-free topic query : the GP component is defined by topics
v For each of the given topics a group is defined
v Schema-aware topic query : the GP component is defined by levels
v As in traditional OLAP query a group is created for each topic of the given level
® The semantic filters determines the composition of each group

v Queries without topic aggregation  : only facts related to the specific
topic are considered

Mobile Tech
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|(;lueryingf.f, Meta-Stars

m  We distinguish two main type of queries
v Schema-free topic query : the GP component is defined by topics
v For each of the given topics a group is defined
v Schema-aware topic query : the GP componentis defined by levels
v As in traditional OLAP query a group is created for each topic of the given level
m The semantic filters determines the composition of each group

v Queries with full topic aggregation : no filter on semantics is applied
v ltis the standard OLAP semantic

Component [~
4.8in Display‘. 8MP Camera

Product |- — \\\ isPartOf

ES Lumia 920 Tab
hasBrand
\ {
T
.4 hasType hasType, Samsen hasType

Smartphoneg

hasCategor

Mobile Tech

) RN )

|(;,luerying.g Meta-Stars

®  We distinguish two main type of queries
v Schema-free topic query : the GP component is defined by topics
v For each of the given topics a group is defined
v Schema-aware topic query : the GP component is defined by levels
v As in traditional OLAP query a group is created for each topic of the given level
® The semantic filters determines the composition of each group

v Queries with semantic topic aggregation  : semantic filter is user-
defined

Samsun

Tablet!
Smartphoneg

hasCategor

Mobile Tech
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I
Querying Meta-Stars

m Question: what is the current average sentiment over
smartphones?

o Example of query with full-topic aggregation

ROLLUP_T

FT Childid RU_Sign Fatherld Topic = ‘Smartphone’
AvgSentim 1dT P e
" 1 000000 1 TOPIC_T
3 1 2 000000 2 1dT Topic Level Type
A 4 000000 4 < p yp
+2 1 7 000000 7 1 8MPCamera  Component -
15 2 1 100000 2 2 Galaxy Ill Product Smartphone
20 2 1 100000 3 3 Galaxy Tab Product Tablet
3 Xy
2 010000 4
.15 4 2 001000 7 4 Smartphone Type Smartphone
+20 4 4 000100 6 5 Tablet Type Tablet
5 8 000001 9 6  Mobile Tech Category -
6 2 000010 9 7 Samsung Brand -
7 1 110000 4 .
7 1 110000 5 8 Finger Path. - -
7 3 001000 7 9 Touchscreen - -
8 1 100010 9
2 010100 6
3 010100 6
1 110100 6

|(,luerying Meta-Stars

m Question: what is the current average sentiment over
smartphones?

o Example of query with semantic topic aggregation
BITAND ( RU_Sign, 010000 ) = RU_Sign

ET ROLLUP_T ) . ,
P Childid RU_Sign Fatherld Topjc = ‘Smartphone
T 1 000000 1 ToPIC T
2 000000 2 X =
-3 1 4 000000 2 1dT Topic Level Type
+2 1 7 000000 7 1 8MPCamera  Component -
’g-g ; 1 100000 2 2 Galaxy Il Product Smartphone
3 ; é(l)gggg i 3 Galaxy Tab Product Tablet
.15 4 2 001000 7 4 Smartphone Type Smartphone
+20 4 4 000100 6 5 Tablet Type Tablet
5 8 000001 9 6 Mobile Tech Category -
6 2 000010 9 7 Samsung Brand -
7 1 110000 4 .
7 1 110000 5 8 Finger Path. - -
7 3 001000 7 9 Touchscreen - -
8 1 100010 9
2 010100 6
3 010100 6
1 110100 6

T IR & )
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I
Querying Meta-Stars

m Question: what is the current average sentiment over

smartphones?
o Example of query with full topic aggregation usin

g static levels

FT = ’
AvgSentim |dT Type - Smartphie
+5 1 TOPIC_T
-3 1 1dT Topic Level Type
+2 1 1 8MPCamera  Component
+21§ 5 > 2 Galaxy Il Product Smartphone
3 3 Galaxy Tab Product Tablet
.15 4 4 Smartphone Type Smartphone
+20 4 <//’ 5 Tablet Type Tablet
5 6 Mobile Tech Category
g 7 Samsung Brand
7 8 Finger Path.
7 9 Touchscreen
8

TIN DT R R )

|SQL Translations

Total number of occurrences for two topics on June 22 2013

SELECT TOPIC T.Topic, SUM(FT.totalOcc)

FROM TOPIC_T, DTCLIP, FT

WHERE FT.IdT = TOPIC T.IdT AND FT.IdC = DTCLIP.IdC AN
T.Topic IN (‘Touchscreen', 'Finger Pathologies’) = AND DTC
GROUP BY TOPIC T.Topic ;

D
LIP.Date = '06/22/2013'

Total number of occurrences for each brand on June 22 2013

SELECT TOPIC T.Topic, SUM(FT.totalOcc)
FROM TOPIC_T, DTCLIP, FT

WHERE FT.IdT = TOPIC T.IdT AND FT.IdC = DTCLIP.IdC AND
TOPIC_T.Level = 'Brand' AND DTCLIP.Date = '06/22/2013'

GROUP BY TOPIC T.Topic;
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|SQL Translations

Total number of occurrences for each brand considering only semantic hasBrand

SELECT TOPIC T.Topic, SUM(FT.positiveOcc), SUM(FT.negativeOcc)

FROM TOPIC_T, ROLLUP_T, FT

WHERE FT.IdT = ROLLUP_T.Childld AND ROLLUP_T.Fatherld = TOPIC_T.IdT AND
TOPIC_T.Level = 'Brand' AND

BITAND(ROLLUP_T.RollUpSignature,001000) = ROLLUP_T. RollUpSignature
GROUP BY TOPIC_T.Topic;

Average sentiment for each type of category "Mobile Tech"

SELECT T2.Topic, AVG(FT.avgSentiment)

FROM TOPIC_T T1, TOPIC_T T2, ROLLUP_TR, FT

WHERE FT.IdT = R.Childld AND T1.1dT = R.Fatherld AND R.Childld = T2.ldT AND
T1.Topic = 'Mobile Tech' AND T2.Level = Type'

GROUP BY T2.Topic;

TIN DT R R )

|
Meta-star vs Star access plans

GROUP BY GROUP BY
:

[}
()
=
el T ~ — —
© HASHAL Jor | | TULLSCAR/IX ACCESS IX ACCESS DT f ?EE ?f? f f?ff
e e ET (level IN iopic-list) CL
<] . o
% IX ACCESS TOPIC_T ‘ FULL SCANAX ACCESS ROLLUP_T ‘
(Topic IN iopic-lish)
n
GROUP BY GROUPBY
7
< ©
H/N. TTASITJOIN
< S —HAS/ Ao —// son E
(qv] © o T - P
+ © HASH/NL JOIN FULL SC ﬁF/.I'_X ACCESS |IX ACCESS DT FULL SCAN FT (D)
= - (ievel 1S NOT NULL) c
—
L2 : —— &)
CG < IX ACCESS TOPIC_T ‘ FULL SCAN/IX ACCESS ROLLUP_T ‘
(&) (Level— evel) (D
p 9]
% GROUP BY GROUP BY E
o) +
2 [ o | R 1o N
- T T T
=
= HASHANL Jox | [ FOCE s:inrrr:: ACCESS IX ACCESS DT | | FULL SCAN/IX ACCESS FT
T\ —— {ievel = tapic)
o —
g ‘ HASH JOIN ‘ ‘ FULI SCAN/IX ACCESS ROLLUP_T
@ T —
© NL JOIN IX ACCIiSS TOPIC_T
E T (Level=jevel)
(7] N a—
5 [X ACCESS TOPIC_T || IX ACCESS ROLLUP_T
(Topic =tapic)
9]
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I
Evaluation

m Performances of Meta-Star are compared with traditional star
schemata using queries with semantic topic aggregation

Meta-star

FT1

Star s.

Meta-star

FT2

Star s.

Topic hier.  |Group-by|
0
H1 1
2
0
H2 1
2
0
H3 1
2

|
Evaluation

m Performances of Meta-Star are compared with traditional star
schemata using queries with semantic topic aggregation

Topic hier.  |Group-by|

Meta-star

FT1

Star s.

Meta-star

FT2

Star s.

H1

H2

H3

N P O|N P Ok o
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I
Evaluation

m Performances of Meta-Star are compared with traditional star
schemata using queries with semantic topic aggregation

. FT1 FT2
Topic hier. |Group-by] Meta-star Star s. Meta-star Star s.
0
H1 1
2
0
H2 1
2
0
H3 1
2

|
Evaluation

m Performances of Meta-Star are compared with traditional star
schemata using queries with semantic topic aggregation

T1 F

- F T2
Topic hier.  |Group-by| Meta-star Star s. Meta-star Star s.
0
H1 1
2
0
H2 1
2
0
H3 1
2
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I
Evaluation

m Performances of Meta-Star are compared with traditional star
schemata using queries with semantic topic aggregation
v Tests run using the Oracle 11g RDBMS on a quad-core machine

v Each execution time (in seconds) is the average time of 3 different
queries with different selection predicates

. FT1 FT2
Topic hier. |Group-by] Meta-star Star s. Meta-star Star s.
0 13.8 12.7 140.0 137.2
H1 1 16.0 5.8 174.6 64.3
2 16.6 14.6 162.4 162.1
0 13.6 13.0 136.0 133.6
H2 1 16.7 5.6 179.5 179.4
2 17.0 16.2 175.8 162.2
0 12.2 9.0 139.1 126.6
H3 1 15.9 14.1 147.3 172.1
2 35.1 16.9 187.1 144.2

|
Evaluation

m Performances of Meta-Star are compared with traditional star
schemata using queries with Topic Aggregation
v Tests run using the Oracle 11g RDBMS on a quad-core machine

v Each execution time (in seconds) is the average time of 3 different
queries with different selection predicates

Topic hier.  |Group-by|
0
H1 1
2
0
H2 1
2
0
H3 1
2
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I
Evaluation

m Performances of Meta-Star are compared with traditional star
schemata using queries with Topic Aggregation
v Tests run using the Oracle 11g RDBMS on a quad-core machine

v Each execution time (in seconds) is the average time of 3 different
queries with different selection predicates

- FT1
Topic hier.  |Group-by| Meta-star Stars,

0 13.8 12.7

H1 1 16.0 5.8
2 16.6 14.6
0 13.6 13.0

H2 1 16.7 5.6
2 17.0 16.2
0 12.2 9.0

H3 1 15.9 141
2 35.1

|
Evaluation

m Performances of Meta-Star are compared with traditional star
schemata using queries with Topic Aggregation
v Tests run using the Oracle 11g RDBMS on a quad-core machine

v Each execution time (in seconds) is the average time of 3 different
queries with different selection predicates

FT1 FT2

Topic hier.  |Group-by| Meta-star Star s. Meta-star Star s.

H2

1

5.6

16.2

9.0
14.1
16.9

139.1
147.3

0 1338 127 140.0 1372
H1 1 |[IWEe0n 58 [WNA74ABNN 643

146 162.1

0 136 130 136.0 1336

179.4
162.2
126.6
172.1
144.2

06/07/2015

45



I
Evaluation

m Performances of Meta-Star are compared with traditional star

schemata using queries with Topic Aggregation

v Tests run using the Oracle 11g RDBMS on a quad-core machine
v Each execution time (in seconds) is the average time of 3 different

queries with different selection predicates

. FT1 FT2
Topic hier. |Group-by| Meta-star Star s. Meta-star Star s.
0 13.8 12.7 140.0 137.2
H1 1 16.0 5.8 174.6 64.3
2 16.6 14.6 162.4 162.1
0 13.6 13.0 136.0 133.6
1 16.7 5.6 179.5 179.4
2 17.0 . 175.8 162.2

|
Evaluation

® Meta-star allows performances comparable (in many cases better)

with implementations based on traditional star schema
v' The main cost remains accessing the fact table
v Execution plans are similar
v Roll-up table indexing makes its size not relevant

m The worst case for meta-star is when

v Fine group by

v High number of topics (1M of topic, 14M or arcs) in the roll-up table

v Selection applied on topic

w
8
3

Execution time (in seconds)

bR NN
o 8 @ 8 O
o & 3 & & &

10,700%

1,531% 0,219% 0,031%
Selectivity of the selection predicate

= Meta-star e Star schema

0,004% 0,001%
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I
Evaluation

m Meta-star allows performances comparable (in many cases better)
with implementations based on traditional star schema
v The main cost remains accessing the fact table
v Execution plans are similar
v Roll-up table indexing makes its size not relevant

= The worst case for meta-star is when
v Fine group by
v High number of topics (1M of topic, 14M or arcs) in the roll-up table
v Selection applied on topic

300
250
200
150
100

50

Execution time (in seconds)

0
10,700% 1,531% 0,219% 0,031% 0,004% 0,001%

Selectivity of the selection predicate

= Meta-star ~==Star schema

|
Evaluation

® Meta-star allows performances comparable (in many cases better)
with implementations based on traditional star schema
v' The main cost remains accessing the fact table
v Execution plans are similar
v Roll-up table indexing makes its size not relevant

= The worst case for meta-star is when
v Fine group by
v High number of topics (1M of topic, 14M or arcs) in the roll-up table
v Selection applied on topic

300
250
200
150
100

50

Execution time (in seconds)

10,700% 1,531% 0,219% 0,031% 0,004% 0,001%
Selectivity of the selection predicate

= Meta-star e Star schema
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Evaluation

= Meta-star performance is paid in terms of roll-up table size
v The size of the fact table is always predominant

v The number of topic monitored in real SBI applications is far from
reaching critical sizes

v Sizes are reported for 10M of facts and an increasing number of topics

organized on a 6 levels hierarchy

Disk space occupation

Size in GB
e

0 200 400 600 800 1.000 1.200
Thousands of topics

—o—FT+TOPIC_T —@—FT+TOPIC_T + ROLLUP_T DT +FT —o—FT

) RN )

|Future Works

o Coupling SQL and OWL

o Summarizability for N-M relationships

o OLAP front-end
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48



06/07/2015

A Case Study on
2014 European Election

|
Our projects

®  We collaborated with the following projects (carried out without adopting
an ad-hoc methodology)
v DOXA — the widest Italian Market Analysis Company
v Amadori - the italian leader in the poultry industry
v City mood - Bologna

®  We are now running a large Social Bl project within the WebPolEU —
FIRB project ( )
v The project aims at studying the nexus between politics and social media in
comparative perspective from the viewpoint of both citizens and political actors

= We monitor the European Election 2014 over three different countries
(italy, England, Germany)

2 months of listening

10 milions of raw clips

60,000 web sources

3 different languages

2 full-time + 2 half-time + 5 end user
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I
Our architecture

= We adopted an “end-to-end” solution

Bloc I e
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Our architecture
= We adopted an “end-to-end” solution
Brandwatch + GNIP
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B
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Our architecture

= We adopted an “end-to-end” solution

Brandwatch + GNIP
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Our architecture

= We adopted an “end-to-end” solution

Brandwatch + GNIP
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Our architecture

= We adopted an “end-to-end” solution

Brandwatch + GNIP

~ Data Mining

Semantic f =
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MongoDB

|
Our architecture

= We adopted an “end-to-end” solution

Synthema for italian and english
a well-known commercial suite that enables a linguistic and
semantic analysis of any piece of textual information based on its
morphology, syntax, and semantics using logical-functional rules.

Brandwatch + GNIP

OPEN NLP for german

~ Data Mining

=
=]
IS

=
£
o

MongoDB
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Our architecture

= We adopted an “end-to-end” solution

Synthema for italian and english
a well-known commercial suite that enables a linguistic and
semantic analysis of any piece of textual information based on its
morphology, syntax, and semantics using logical-functional rules.

Brandwatch + GNIP

OPEN NLP for german A

Simulation

~ Data Mining

Ad Hoc web interface
+

SAIKU

MongoDB

|
Our architecture

= We adopted an “end-to-end” solution

Synthema for italian and english
a well-known commercial suite that enables a linguistic and
semantic analysis of any piece of textual information based on its
morphology, syntax, and semantics using logical-functional rules.

Brandwatch + GNIP

OPEN NLP for german

ﬁ Bloc
Forum Sgugge” Enrichment

)

£
=
<
@
(]

=
=]
IS

=
£
o

8 CPUs
64 GB RAM

1TB RAID 10
(15.000RpM)

Ad Hoc web interface
+
SAIKU

MongoDB
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Demo time!

T IR & )

Behind the scenes

m 4 cubes

m 2 enrichment techniques
v Information Retrival — IR scans the clips searching for topics and alias using a
brute force technique
* IR does not carry out sentiment analysis and exploit the crawlers’s polarization

v Natural Language Processing — NLP: Exploit Syn a commercial system that
carry out a deep analys of the text
* Morphological Analysis
* Lexical Analysis
* Syntax Analysis
* Semantic Analysis
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IR Clip

m Each cell models a clip
m The cubes reports the measure available at the clip level

Institution
Domestic Y/
Nation Technocrat
EIJV%
Offige
Poliician
Party
&6 satyramiies O
o ! Role
Sector

Continent
Country
TWeollower
SuperType State AuthorPolArea
B sourcebolares
ollowin Gender
Superfypel TWFolk fo)
(e} Cmg
Type  Source NTWpost AuthorCountry
o6 o] atr
SuperType2 o
ci AuthorName
Cramesuperype ®
AuthorOccupation
Legitimag ChannelType (o]
ot Moemerte
SalfceChannel
Ino:res(GmS
OLanguage
OHastg Ciip. CliplD.
e IR Clip
Craviler Sentiment
AVG Visit Duration Posted OD““ Month o““’
WozRank
Palicies
Campaign

Institutional vs Extra Institutional

[e]

Media vs On-the-Ground

Citizen vs Politician
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IR Topic Occurrence

m Each cell models the occurrences of a topic within a clip

Institution
Domestic vg
Nang Technocrat
EUY/N

Office:

o) Politician

3
(@] i o

PG PartyFamilies
O Role

Continent
SHperTys
Country
TWFollower
SourkePolArea State AuthorPolArea
SuperTypel
TWFollowin Gender
SuperType2 Tys Source Cou d
[¢} e} 8 NTWPost AuthorCountry
[e] Author
ChannelSu peﬂg c% AuthorName
ChannelType AuthorOccupation
Legitimag 6
| Movements SourceChannel
Interest Gmls
Language
Hashtag C&S Ocnpln
Topic IR Topic Occurrence
Count Date Month
Crawler Sentiment Posted O
Plicies
Campaign

e}

Sector

Media vs On-the-Ground

Institutional vs Extra Institutional

Citizen vs Politician
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I
NLP Topic Occurrence

m Each cell models the occurrence of a PosEntity within a clip

m A PosEntity is the lemma of a word + its Part of Speach (noun,
verb, adverb, etc.)

Continent

SuperType o]
S Couny
]
oukePolrrea Stte  TWrollower
Soulgen ‘Ao o) (o] AuthorPolArea
SuperType2
(@] Tww\awg OGender
o SWB ng
NTWpost AuthorCountry
SuperTypel  Type
periye P [e] oAlmmr o]
Channe\supeﬁg c% OAmhcrName
Domestic /N ettuies ChannelType AuthorOccupation
Social Movements o]
SourceChannel
Nang Legmmaa Olmemst(;mups ourcechane Language
Technocrat ciip
o] Hashtag
o cipid
© Pos o
YN Offee o)
(e} Topic
(o] Eng
O 6 Date Month _Yef
o Politician postett O o]
Pary O PosEntity
Polici
PG PartyFamilies
[e] Role CmPIgN " nstitutional vs Extra Institutional
o
Sector
o Citizen vs Politician
Media vs On-the-Ground 111

T IR & )

|NLP Topic CoOccurrence

m Each cell models the co-occurrence of two topics within the
same sentence

m Co-occurrence is defined as the presence of the two topics in the
same sentence even if the NLP engine did not detect e semantic
relationship between them.

e Connet
g
Country
SoukePolirea ) TWEollovs
State e} AuthorPolArea
SuperTypel le)
TWFollowine Gender
R fol
o B s oy
SuperType2 [¢] g
Cramesupertype % Adthoriiame
]
Isttution s AsthorOccupation
Domestic YN (o] ey
o 1 Movements SourceChaniel
s o
Nnﬁ% Technocrat Language
VN Hashtag o i
© 0]
o \
o © A=
o e
Pary fe) Second
o Date  Momh Year
PG PartyFamilies (¢} Posted ()
S Role Campaign
[}
Sector

Insitutional vs Extra Institutional
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Media vs On-the-Ground
Citizen vs Politician
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|NLP Semantic Relationship

between two topics or a topic and an entity

Institution

Domestic YN
[e]
e

Technocrat
[e]

YN

o

O
fo) Poltcian

w6 parypamiies O
S .

m Each cell models the presence of a semantic relationship
in aclip
e}
St ()C" " TWFallg
nakl Stte e} Authorpolarea
SourcePolArea O TWFollowing Gender
SuperTypel Cou 3 o]
AN B g Jpr—
Supev‘ypg Yb 50“5 c% O“"""’ oAmhcrName
&
R §
Interest Groups nasess
8 o % o
Hashtag
pic PosEntit FirgMember
o} ot » S
P il 00T G
O
o
CWS Instittional v Extransttutonsl 113
Media vs On-the-G d Citizen vs Politician

Cardinalit

Topic
Alias

pos entity
entity
IR Clip

IR Topic Occurrence

NLP Entity Occurrence
NLP Topic Occurrence
NLP Semantic Relationship

|Fact Cardinality

464
895

1.262.790

1.242.402

2.393.568

15.400.783

226.953.012
14.214.686
17.364.421

432
694
2.902.942
2.867.726
3.275.193

25.005.664

519.446.526
23.398.601
23.837.474

DEU
513
870

6.093.724
5.145.714
933.438

16.569.387

524.784.320
7.504.815
38.231.162
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Meta-star in action!

ETL flows

m Processing time (secs.) for 10 K clips.

v Green is for NLP specific process

v Blue is for IR specific process

m Deep semantic analysis deeply impacts on processing time and
data size. This extra effort must be carefully evaluated.

Simulation
Data Mining

o
=
(%]
©
&
o3
o
3
(e}
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I
Count vs sentiment

= The two techniques largely agree when counting topic
occurrences

IR Topic Occurrence 14,215 K 23,399 K
NLP Topic Occurrence 15,401 K 25,006 K
Shared Occurrence % 83.9% 86.0%

I IR e )

|
Count vs sentiment

® The two techniques disagree in associating a polarization to the
clips.
v Brandwatch is more conservative in assigning a non-neutral polarization
v Most of the clips that are found to be negative by Brandwatch are negative for

Synthema too.
] ITA ENG
Sentiment NLP IR Shared % NLP IR Shared %
Positive 566 K 36 K 1,090 K 142 K 75.5 %
Neutral 893K 2,340K 38.0% 1,368 K 2,973K 45.0%
Negative 934 K 17K 82.3% 817 K 159 K 70.2 %

® We are manually assigning a polarization to the clips in order to
define an effectiveness score
v Surprisingly, a draft result seems to show that the two techniques are
quite close
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I
Count vs sentiment

m The Sympson’s paradox takes place! (Wagner, 1982)

v Atrend that appears in different group of data disappears or
reverses when these groups are combined

m The percentage of sentences that have a sentiment
different from the clip’s one is 76% and 70% for English
and Italian respectively

m The percentage is strictly related to the number of sentence
per clip that is 20.8 in the average.
v The disagreement drops to 15% for Twitter whose clips are
composed by 1.6 sentences in the average.
m This encourages the brand reputation solutions strictly
based on Twitter.

T IR & )

|
Some comments

= Twitter is largely the main (viral) clip source

= The project scope determines the quantity of data to be handled
v In many cases storing can be handled with traditional technologies but in many
others a Big data approach must be followed
v OLAP with Big data is far to be an explored topic

m Deep semantic analysis may largely increase the size of the data to be
handled
v Itis not clear (at least to me) if this extra cost has a value for customers
v It will have one when the quality level of NLP/text mining will be high enough
v The polarization correctness has still a statistic value
v The polarization correctness is typically less than 70% when web/social sources are
involved
v May be higher than 90% on very specific sources, topics and vocabulary (e.g. a survey
submitted to bank customers about strong and weak points of the bank)
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Some comments

= Twitter is largely the main (viral) clip source
®  The project scope determines the quantity of data to be handled
v In many cases storing can be handled with traditional technologies but in many
others a Big data approach must be followed
v OLAP with Big data is far to be an explored topic
= Deep semantic analysis may largely increase the size of the data to be
handled
v Itis not clear (at least to me) if this extra cost has a value for customers
v It will be when the quality level of NLP/text mining will be high enough
v The polarization correctness has still a statistic value
v The polarization correctness is typically less than 70% when web/social sources are
involved
v Maybe higher than 90% on very specific sources, topics and vocabulary (e.g. a survey
submitted to bank customers about strong and weak points of the bank)

= We are working towards turning our dataset in a public benchmark
Multi lingual (ltalian, English, German)

Crawled useing the same keywords

Enriched with a manually-defined ontology of topics

Rich of manual annotation (the top 1000 sources have been labeled and grouped
according to their type type - blog, news, etc.- political area)

A methodology for SBI
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Social Bl Projects

m Social Bl projects are characterized by:
v Quickly changing requirements due to topic dynamicity
v Data sources are not known a priori and keyword query are a rough
tool for their selection

v Cubes schema is project independent, modeling mainly involves
topic hierarchy/ontology
v Meta-star makes a change in the hierarchy not affecting the physical schema

v Project complexity depends on the type of project adopted

In the table below activities executed in projects of higher levels are carried out in lower levels to o

Project Type Semantic Enrichment Storing & An alysis

dictionary enrichment,
inter-word relat. def.

source selection, query  polarization, correctness

Level 1: Best-of-Breed template design ETL design and impl.

ontology design, KPI

Level 2: end-to-end design, content rel. analysis, ontology & dashboard design
analysis coverage analysis

Level 3:0ff-the-Shelf macro-analysis macro-analysis macro-analysis

| I

|
The methodology: Macro Analysis

= During this activity, users are interviewed | Vacro
to define the project scope and the set of ‘,\g “ !
inquiries the system will answer to. sty rea

inquiries

threads,

v Project scope is the domain of interest
for the users
v Italian national politics

. . . . Omology Source
v An inquiry captures an informative Selection

need of a user ; ¥

what? the Prime Minister
Crawling
Design

how? top related topics
templates,

sources

ETL & OLAP
Design

ETL &

where? the Wall Street Journal website
= Inquiries drive the definition of: pomantie,
)
v Themes defines and roughly @ =S
classify which information is to be =

data track

semantic track
crawling tr,

COIIeCted quenes reports
v Politiacian & Parties

v Topics, their early definition is ‘
useful as

ennched
CllpS

clips

v afoundation for designing a
core taxonomy
v acrawling query draft

i

y

flgures 'l ;
1,/

‘I
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|
The methodology: Ontology Design

= The domain ontology describes the project scope. y
- . . - . . lacro-
It includes the list of topic and their relationship
- . I
®  The domain ontology becomes a key input for s xﬂil“
almost all process phases tl:ref_lds.l
v Semantic enrichment relies on it to better %<
understand UGC meaning
. . . . Ontology Source
v Crawling design benefits from topics k> _Design
[

in the ontology to develop better crawling }
queries and establish the content

inquiries

relevance; sourees
v ETL and OLAP design heavily uses
the ontology to develop more Semantic |8 S
expressive, comprehensive, Q E"e;mnem S Design =
and intuitive dashboards § - S v g
©
= The main task of this activity consists § [ templates 3L

queries reports

in detecting as many domain-relevant ¥ ¥
topics, alias and themes as possible
and organizing them into a
classification hierarchy

v Depending on the adopted model the
classification hierarchy may have a
fixed or dynamic number of levels

enriched
clips i

figures

T IR R 8 )

|
The methodology: Ontology Design

m Aliases are alternative terms used for defining the o,
same concept (i.e. synonymous) or slightly D Analysis j

different concepts that we want to bring back to 0
the same one ey
v They are part of the ontology
v They are not included in the topic hierarchy
. . . Ontology Source
v They are used in crawling queries Design Selection
v

inquiries

topics
During the ETL process references to -
aliases are linked to the corresponding topic

m  For example possible alias
v Border is an alias for Frontier

<-l

sources

— -
Semantic Q . Q
. . . . " Crawl = ETL & OLAP
v Lib-Dem, libdemocratic are aliases G £ B %
. - % D o
for Liberal Democratic @Y =, é n £
©
E templates, E ETL&
o queries reports

A
I
I

enriched . k&y
clips clips figures 4
’ 7
4 L/ 1/

<Y

Y |
25

-
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The methodology: Coverage Analysis

m  An effective way to measure the ontology maturity level is to use as an
indicator the coverage

v The ontology coverage is the percentage of clips that include at least one
ontology topic

Coverage

Evaluation

/’

Crawling
Query
Update

Trending
topic

Off-topic
Clip
Detection

Ontology
update

= Note that assessing the ontology coverage is made harder by off-topic clips
that negatively impact on the coverage; this induces a strong connection
between ontology design and crawling design.

|
The methodology: Source Selection

= Source selection is aimed at identifying as L
. . - nalysis
many web domains as possible for crawling. A0V i
m  Sources can be split in two families: subj. area,

threads,
v Primary sources:

topics
v All the corporate communication
Ontology Source
channels _Design Selection

==

)

v Generalist sources, such as the online
version of the major publications

v Minor sources:

sources

" X X
v lots of small platforms which | evicment [ > g
. . 1 ; b =) esign =
produce valuable information @ 2=ty 2 £ r g
. f : . = < B °
with high informative value £ fomplates, | = e
“ } quenes reports

because of their major focus on

themes related to the subject -
Execution

area

->

ennched
CllpS

key
figures

m

clips

N~-

I
4

‘
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The methodology: Source Selection

= There are several ways for identifying the set of e
{3 _Analysis

potentially relevant sources: O
v Conducting interviews with domain experts

subj. area,
threads,

v Analyzing back-links and third-party topics
references to the corporate communication
channels

inquiries

v Searching the web using themes and
topics as keywords, which can be done
through search engines

/

sources

v Considering all the local editions of SEnEe
major newspapers , TR

= Deciding which of them are to be
actually crawled is the result of a queries
trade-off between achieving a v
satisfying coverage, and optimizing
the effort for analyzing the retrieved
clips

ETL & OLAP
De5|gn

¥

ETL&
reports

Crawling
Design

crawling tr

templates,

semantic track

enriched
clips )

dala track

T IR R 8 )

|
The methodology: Crawling Design

m Crawling design aims at retrieving in-topic e
clips by filtering off-topic clips out. g gnalysis L
v Template design consists in an analysis :
of the code structure of the source
website to enable the crawler to detect

threads, inquiries

i H Ontols S
and extract only the informative UGC ntology
v Only in Level 1 projects o *

sources

v Query design develops a set of
queries to extract the relevant clips.

v Content relevance analysis aims E X
at evaluating the effectiveness of @ pssion % i = e
crawling by measuring the — £ omes, g o 3
percentage of in-topic clips. ﬁ ! “”e"es 'e'm"s

Execuuon Execution

ennched ke
clips Y

C“PS g flgures

data track
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|
The methodology: Crawling Design

m Filtering off-topic clips at crawling time could acro.
be difficult due to the limitations of the % Ana|ys.s \
crawling language, and also risky ES
because the in-topic perimeter could
change during the analysis process.
m For these reasons, we can choose
to release some constraints and let
a wider set of clips

subj area
threads,
topics

Ontology Source
Design Selection
E = +

inquiries

“slip through the net™, and only AV, '
filter them at a later stage SSemanti ETL&OLAP
] Design De5|gn

crawling tr

¥

ETL&
reports

Execution

templates,
queries

A

semantic track

enriched
clips i

dala track

'The methodology: Semantic
Enrichment Design

m Involves several tasks whose purpose is to Macro- .

3 _Analysis

increase the accuracy of text analytics so
as to maximize the process effectiveness
in terms of extracted named-entities

) ; . 4
and sentiment assigned to clips
Selection

sources

Crawling ETL & OLAP
Design Design

templates, ETL &
quenes reports

inquiries

m Dictionary enrichment
v Adding entity to the dictionary

Semantic
Enrichment

v Adding alias to existing entities

v Changing entity polarization @

semantic track
crawling tr,

m Inter-word relation definition
establishes or modifies the
existing semantic, and sometimes
also syntactic, relations between

words.
m

ennched
CllpS

key

clips
figures

‘

\~-

4

data track

->

I
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'The methodology: Semantic
Enrichment Design

m  Modifications in the linguistic resources may produce undesired side
effects

m Correctness analysis should be executed aimed at measuring the
actual improvements introduced and the overall ability of the process
in understanding a text and assigning the right sentiment to it

m This is normally done, using regressive test techniques, by manually
tagging an incrementally-built sample set of clips with a sentiment

. Poexz | Poetz |
Non-tuned Tuned Improvement Non-tuned Tuned Improvement
- 54.0% 57.4% 3.4% 51.8% 60.3% 8.5%
52.5% 55.9% 3.4% 46.1% 58.1% 12.0%
55.0% 58.3% 3.3% 54.6% 61.4% 6.8%
34.3% 37.2% 2.9% 35.0% 47.0% 12.0%
67.3% 71.1% 3.8% 61.4% 68.1% 6.7%
46.6% 46.6% 0.0% 50.5% 59.7% 9.2%
45.6% 49.1% 3.5% 62.0% 71.3% 9.3%
69.5% 76.3% 6.8% 47.8% 52.4% 4.6%

) RN -l

|
The methodology: ETL & OLAP Design

<l Analysls

depends on
v features of the semantic engine

m ETL design and implementation, strongly Macro- .

inquiries

v richness of the meta-data retrieved by

the crawler (e.g., URLs, author, source
type, platform type), i Sel"on

sources

v presence of specific data acquisition
channels like CRM, enterprise

databases, etc. x
semantc I3 Craviing AN ETL & OLAP _g
- KPI design ( o E Design g Design %
. . - S = k]
v depends on which kinds of E § tempmes g ETL&
meta-data the crawler fetches ’ “”e"es 'e’“’"s
< Cip relevance
v Alerting A
H ennched
v Author/source ranking C“ps clips ﬂgjg’es "
= Dashboard design ,'/

‘

m

06/07/2015

67



I
The methodology: Execution & Testing
= Testing has a basic role in the methodology
. . % lysi
v Crawling queries are executed nays's \
v The resulting clips are processed su'::j. a;e%f s
t s
v Reports are launched over the enriched clips tgi?c:
m  The specific tests related to each
single activity, can be executed
separately though they are inter-related WY v
sources
= The most critical activity is crawling ' ’
query improvements since a wrong r—— : %
query may lead to loosing relevant clipsiEies g ) g
that could be hardly retrieved later 2 < 2
D _ _ g Yy 3 y
v Many iterations are typically required not 5 templates, | 5 ETL&

. . 0 queries reports
only for tuning the queries but also for ¥ ¥
handling topic dynamicity

v Checking query coverage is a daily task A
. . . enriched key []
® Improving semantic enrichment clips figures | 1
module and the domain ontology y s
are also two time—spending B
phases too

) RN )

|
Social Bl Roles

template design Exec
source selection Exec Exec
Crawling query design Exec Exec
content rel. analysis Exec Exec
macro-analysis Exec Exec
dictionary enrichment Partic Exec Exec
inter-word relat. def. Partic Exec Exec
. polarization Exec Exec
Semantic
Enrichment correctness analysis Exec Exec
ontology coverage analysis Exec
macro-analysis Exec Exec
macro-analysis Exec Exec
Storing & ontology design Exec Exec
Analysis KPI & dashboard design Exec Partic Partic
ETL design and impl. Exec Partic
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Social Bl Roles
Phase Task Programmer Designer User
template design Exec
source selection Exec Exec
Crawling query desig| Exec Exec
Exec Exec
. Exec Exec
The , besides -
traditional Bl skills, needs Partic Exec Exec
competences in the Information Partic Exec Exec
Retrieval, Text Mining, and NLP Exec Exec
areas
—____ Exec Exec
ontology coverage analysis Exec
macro-analysis Exec Exec
macro-analysis Exec Exec
Storing & ontology design Exec Exec
Analysis KPI & dashboard design Exec Partic Partic
ETL design and impl. Exec Partic

|
Social Bl Roles
| Phase | Task | Programmer | Designer

template design Exec

source selection Exec Exec
Crawling query design Exec Exec
content rel. analysis Exec
= v . Exec Exec
The is a real Social Bl expert
i and must be able to drive the customer e e
in all the project specific choices that ~E=ES Exec
. range from properly choosing the Exec Exec
Semant'c crawling keywords to correctly E
Enrichment organizing the topic ontology xec
ontology coverage analysis
macro-analysis Exec Exec
macro-analysis Exec Exec
Storing & ontology design Exec Exec
Analysis KPI & dashboard design Exec Partic Partic
ETL design and impl. Exec Partic
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Outcomes

® Responsiveness in an SBI project is not a choice but rather a necessity,
since the frequency of changes requires a tight involvement of domain
experts to detect these changes and rapid iterations to keep the process
well-tuned.
v With reference to traditional Bl projects a radical change in the project
management approach is needed as well as a huge effort to both end users
and developers (about one full-time person in both our projects)

= |f a proper methodology is not adopted the main problems are:

v alack of synchronization between the activities, that reduced their
effectiveness

v an insufficient control on the effects of changes
= With our methodology we tried to solve such problems through:
v Aclear organization of goals and tasks for each activity.

v Aprotocol and a set of templates (not discussed in this paper for brevity) to
record and share information between activities.

v Aset of tests to be applied. The definition of each test includes the testing
method and the indicators that measure the test results, for instance in terms
of correctness of a process phase, as well as how these results have improved
over the previous iteration.

) RN )

|Thank you for your attention

| J
F@@“ 1e38
Wiellgence
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Matteo Golfarelli

matteo. gol farelli @nibo.it
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